1 System Implementation and Realisation

In this chapter the detailed implementation of the system will be described, including the specific technical choices made for data links and modules, but also for the interfaces to the control system and others.

1.1 Timing and Fast Controls

1.1.1 The TTC system

Feasibility tests of the way the TFC architecture exploits the TTC transmission system has been made. In particular, a crucial point to verify was the requirement to transmit L1 triggers and commands as short broadcasts at a rate of 1.1 MHz. Lacking a Readout Supervisor, a test bench was devised using existing equipment as shown in Figure 13. The “ALEPH FIC” is a VME controller used to configure the TTCvi. The TTCpr is a PCI card with a TTCrx and FIFOs to receive the TTC broadcasts. The measurements show that the TTC system is able to sustain a short broadcast rate of ~1.7 MHz
.

In summary, the TTC system has been shown to correspond adequately to the LHCb requirements.
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Figure 1 The TTC system test bench.

1.1.2 The Readout Supervisor

In order to conform to the requirement of versatility and modifiability, the Readout Supervisor has been based entirely on FPGAs [7]. The fast synchronous operation of the many parallel functions of the Readout Supervisor demands use of only the fastest FPGAs, which hence restricts the size of the FPGAs. For the first prototype of the Readout Supervisor, the ALTERA MAX 7000AE is used for the most critical functions and the FLEX 10KE for the rest. All functionality has been implemented in a modular fashion, as shown in Figure 14. The logical connections between the modules have a fully pipelined structure.
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Figure 2 Block diagram of the Readout Supervisor. The shaded modules are implemented in discrete logic. The naming Q_xxx indicate in which FPGA the functionality has been implemented.

The entire Readout Supervisor is programmed, controlled, and monitored via a Credit Card PC. The FPGAs are programmed via a JTAG chain. All configuring, control, and monitoring of the functionality of the FPGAs are performed by means of read/write to registers in the FPGAs via an I/O bus that is formed from the PCI 9080 Local Bus of the Credit Card PC.

The use of the TTCvx in the test bench has also confirmed that the design can be used as the integrated TTC encoder in the Readout Supervisor. Should the jitter requirements at the output of the RS be tightened, the TTCex encoder design that also incorporates a VCXO, remains an alternative.

Emphasis has been put on simulation of the RS. The specifications of the Readout Supervisor have been simulated in a high level behavioural model together with a behavioural model of the LHC machine (clock, orbit signal, and bunch crossings), the trigger decision units and the Front-End electronics using VisualHDL [8]

 REF _Ref528033064 \r [9]. The FPGA designs have been simulated using MaxPlus all along the design phase. In order to check the designs and crosscheck the MaxPlus simulations, some of the blocks have been simulated at gate level using LeapFrog. The behavioural model of the LHC machine, the trigger decision units, and the FE has also been refined in order to support a VisualHDL simulation of the real RS design. The behavioural model of the most time critical path, the L0 trigger handling, has been replaced by the FPGA implementation at gate level including delays in order to simulate the logical blocks together. It shows that the current design, using three or optionally four clock, cycles works.

1.1.3 The TFC Switch

The TFC Switch is subject to two timing requirements [10]. It is crucial that all internal paths from input to output have equal propagation delays. Otherwise, the partition elements will suffer from timing alignment problems using different Readout Supervisors. The TFC Switch should also contribute minimally to the jitter on the TTC signal. To satisfy these requirements, the switching logic has been implemented in ECLinPS and ECLinPS Lite technology from Motorola. All signal paths were routed such as to equalise the propagation delays.

Measurements performed on the first prototype of the TFC Switch [11] show that it will be necessary to add adjustable delays at the outputs due to strongly varying propagation delays in the 16:1 multiplexers used. A high-speed buffered delay line from ELMEC technology with a 50 ps resolution and 40 steps and with very small temperature dependence (± 100ppm/°C) is suitable.

The contribution to the total jitter was found to be satisfactory.

1.1.4 The Throttle Switches and the Throttle Ors

The Throttle Switch and the Throttle ORs are not subject to strict timing requirements and the switch and the OR logic have therefore been implemented using an FPGA. All programming, control, and monitoring are handled by a Credit Card PC.

In order to log the throttle history, a throttle signal triggers buffering of the current state of all the inputs, the current state of all the outputs, and the value of a 48-bit timestamp counter in a 32k deep 80-bit wide FIFO. The timestamp counter runs at 10 MHz and is reset and readout by the Credit Card PC.

1.2 Dataflow

1.2.1 Data Link Technology

LHCb has decided to adopt Gigabit Ethernet (GbE) as link technology from the output of the Level-1 Electronics boards to the input of the Sub-Farm Controllers. The reasons for this is that it can be quite safely assumed that GbE would have a lifetime of more than ten years, because of its performance and its popularity in the LAN market. Also the price of GbE equipment is expected to drop significantly in the future. After the advent of 10Gigabit Ethernet it is likely that GbE will arrive on the desktop eventually.

Since also the Readout Network will be GbE based, the choice of GbE for the other links is natural. It implies, though, that a S-Link card for the Level-1 Electronics based on GbE is designed and built. This is underway within the Atlas collaboration [12].

1.2.2 Front-End Multiplexing and Readout Units

Significant R&D has been done in the area of finding viable solutions for the implementation for the Front-End Multiplexers and the Readout Units. While the two functions are, a-priori, independent it turns out that their functionality is sufficiently similar, that the same basic module can be used for both, with the main difference, that the RUs have to interface to the readout network and hence mandatory have to respect the GbE flow control protocol, which is not necessarily true for the links between FEMs and between FEMs and RUs. Since GbE is chosen as the link technology and also as the Readout Network technology, there would be no major problem with this approach.

The R&D activities were pursued in two directions (see Appendix A).

· A conventional approach using standard components, such as FPGAs, FIFOs and memories etc.

· An approach using Network Processors, which has the advantage of providing a software-based (and hence extremely flexible) solution.

Both approaches were brought to a state of prototyping that proved the viability of the concept, which was confirmed by an LHCb-internal review[FIXME]. It was finally decided to adopt the Network Processor-based approach as baseline option and keep the FPGA-based solution as a backup, in case the baseline option would encounter serious problems. This approach was also endorsed by a extensive review of the whole data-flow system with the participation of external experts [FIXME].

The baseline solution is based on the NP4GS3 network processor from IBM. Figure 16 shows a block diagram of a FEM/RU module with two network processors mounted on mezzanine cards (see Figure 15 for details). Depending on the desired multiplexing factor one or two mezzanine cards can be installed on a motherboard, which holds also common infrastructure, such as the interface to the ECS, power generation and the physical link layer for GbE. Architecturally the RU implemented like this can be seen as a module containing 4 or 8 (depending on the number of mezzanine cards) completely connected Gb Ethernet ports and the software loaded in the network processor determines the specific functionality.
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Figure 3 Block diagram of a mezzanine card containing all components necessary for a Network Processor to work. This is the basic building block of a FEM/RU.
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Figure 4 Block diagram of a FEM/RU module with two basic mezzanine cards and the additional infrastructure to obtain a functional module (ECS Interface, Power and Clock generation).

1.2.3 Event Building

The Event Building sub-system consists of

· The output stage of the RU

· The Readout Network (RN)

· The input stage of the Sub-Farm Controller, i.e. the final event-building stage

With the implementation of the RU outlined in section 4.2.2 the output stage of the RU consists of the normal output of the network processor. There is no need for a special Network Interface Card (NIC), since GbE is used throughout the system. In order to avoid overflows of the output buffers of the Readout Network, which is specially an issue when using commercial switches, it might be necessary to use built-in features (flow queues) of the network processor, which is not necessary for the FEM function.

For the Readout Network many studies on technology and topology have been performed (see Section 0 for details). With the final choice of GbEthernet as network topology, there is still a choice of using commercial, monolithic switches or building the RN with NP-based RU modules as a basic building block. The final decision on the physical implementation will be made in due time after careful observation of the market situation and of the features of commercial switches.

Several possibilities exist for the last component of the event building, the final event-building stage, where all the fragments originating from the RUs are assembled to form a complete event. Our preferred solution is, for the time being, the use “smart NICs” (see Section B.3). Should the market trend run against the existence of smart NICs within the timescale of our decision alternatives exist either using NP-based RU modules or perform the event building directly on the CPU(s) of the SFCs using a standard technique called “Interrupt Coalescence”. Again the market situation and the cost-benefit analysis will be the basis of the final decision at the time we will have to order/tender the equipment.

1.3 Event Filter Farm

The event filter farm will consist of the Subfarm Controllers (SFC), which are the gateways between the Readout Network and a Subfarm. A Subfarm is a collection of PCs, which are fed by the SFC with events. When an event is selected it will be transferred back via the SFC to the Storage Controller for final archival to tape.

A sketch of this system is shown in Figure 17. It shows the SFC connecting to the sub-farm nodes via a dedicated switch. The SFC will have two Gigabit Ethernet Interfaces, one towards the Readout Network and one towards the switch connecting to the farm nodes. In our base-line solution, the interface to the Readout Network will be a “Smart NIC”, discussed in Section B.3 and [[FIXME]], which performs the final event-building on the fly. In addition, it will have a separate (Fast Ethernet) interface to the controls network. Likewise all farm nodes will have two network interfaces one connecting to the data switch and one to the controls network. The controls network is ultimately leading to a controls PC responsible for configuring, monitoring and probably also booting the farm nodes as well as the SFC. How many controls PCs will supervise a single sub-farm will be determined by the most cost effective solution at the time.

The switches shown are already commodity items today. They are what is called “connectivity switches”, which provide a non-blocking fan-out from one or two Gigabit “up-links” to several (~ 20) Fast Ethernet ports. As long as the data rate to a single node stays below 10 Mbyte/s (i.e. O(100) events/s!) 100 Mbit Ethernet will be sufficient.

The SFC will be a server like PC of the time. A sketch of the internal architecture is shown in Figure 18. It will need a large amount of memory 1 GByte RAM or more. If the final event-building is done in a “Smart NIC” or using an additional layer of NP based boards, see [13], the CPU requirements will be rather low. If on the other hand the final event building, including stripping of headers has to be done by brute-force memory copying in the SFC, then it could be necessary to have a more powerful CPU, maybe also a dual CPU SMP architecture. The latter would have the nice feature that one CPU could run a dedicated event building thread, with it’s own memory management, without operating system overheads for maximum performance. This will be decided in time.

The farm nodes will be certainly PCs in one form or the other. Whether they will be IA-32 or IA-64 cannot be said right now
. Ultimately it will be the price per reconstructed event, which will decide. We plan to start tests, as soon as prototypical algorithms for the Level 2 and Level 3 triggers become available. Using this benchmarks and in parallel benchmarking architectures with standard benchmarks like the Spec2000 suite should make it then possible to pre-select on the widely available Spec2000 bench-mark results. While total cost is the ultimate argument for a specific farm-node implementation there are also other requirements in terms of space, cooling and power requirements, not to forget the two network interfaces. In particular we will follow closely any common purchasing strategy adopted by CERN and/or the LHC experiments to leverage on common effort and quantity rebates. More details on possible farm node implementations can be found in [24]. Possible implementations include:

· Rack-mounted (1U) servers, available from many companies, usually quite expensive and requiring air conditioning on a rather large scale for cooling.

· Standard PC boxes (or “pizza-boxes”). They are widely available, however not very effective in terms of floor space and will also need air conditioning.

· “Standard PC-motherboards” on a rack-mounted carrier board. This possibility will be investigated. It depends critically on whether a motherboard can be quickly mounted on a mechanical support frame to be inserted into the standard LHCb crates [24]. The advantage would be in floor-space and in the possibility to use the forced cooling of the racks.

· Micro-server blades, a relatively new development, rapidly catching on in the market (e.g. ref [23]). These offer the highest CPU density and special crates with crate-cooling etc. They are usually operated using low power CPUs, whether they will be a cost effective solution, depends very much on the development in the market.

Evidently the decision for a specific implementation will be taken as late as possible to take optimal advantage of the ever-falling prices in the PC market.
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Figure 5 Sketch of a Subfarm, with the Subfarm Controller connecting to the Readout Network. The SFC is connected to the Subfarm nodes via an aggregation switch (top). The SFC and all nodes of a sub-farm are connected via another aggregation switch (bottom) to a Controls PC.

[image: image6.emf]“Server-like” PC

CPU

Memory

GigE

(smart) NIC

Local Bus

PCI/Infinibus

GigE

NIC

100BaseT

NIC

Readout Network

Subfarm Network

Controls Network

Local

Bridge

~80 MB/s

~0.7 MB/s

~80 MB/s

~0.7 MB/s

Local

Bridge

66/64b

33/32b

“Server-like” PC

CPU

Memory

GigE

(smart) NIC

Local Bus

PCI/Infinibus

GigE

NIC

100BaseT

NIC

Readout Network

Subfarm Network

Controls Network

Local

Bridge

~80 MB/s ~80 MB/s

~0.7 MB/s ~0.7 MB/s

~80 MB/s

~0.7 MB/s

Local

Bridge

66/64b

33/32b


Figure 6 Sketch of the architecture of a SFC. On the right-hand side the three network interfaces are shown. Also indicated are the average expected data rates. The numbers for the local bridges are for a PCI architecture and will differ for other local buses like Infinibus.

1.4 Experiment Control System

LHCb’s Experiment Control System (ECS) is in charge of the control and monitoring of all experimental equipment. As such it has to provide for the following components: interfaces to all the different types of devices in the experiment and a framework for the integration of these various devices into a coherent complete system.

1.4.1 Interface to Electronics

LHCb will be composed of thousands of electronics boards or chips. These electronics have to be initialised, configured, monitored and operated. There are two large categories of electronics:

· Electronics boards or chips close to the detector in the radiation area. These electronics have been designed with the radiation constraints in mind and require only the I2C and JTAG protocols to access chips.

· Boards in counting rooms (no radiation), these boards can make use of large memory chips or processors and they require I2C, JTAG and a simple parallel bus to access the board components.

Three solutions have been agreed by the collaboration for interfacing electronics to the control system: the SPECS or the ATLAS ELMB for the radiation areas and credit card sized PCs for non-radiation areas. Even though the solutions are different the architecture of the system is very similar, as in Figure 19. Both the SPECS and the ELMB are radiation tolerant (not radiation hard) so when there is a need to control electronics located directly on the detectors than this is achieved by driving I2C and JTAG over approximately 10 meters, from the board containing the control interface to the chips on the detector.
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Figure 7 Schematic view of the control path into electronics boards

1.4.1.1 SPECS

SPECS, the Serial Protocol for Experiment Control System, is an evolution of the ATLAS SPAC (Serial Protocol for the Atlas Calorimeter). The SPAC slave has been improved for radiation tolerance and the SPAC Master for increased functionality. The SPECS protocol can transfer data up to 10 Mbit/s. The SPECS slave is made radiation tolerant and single event upset (SEU) tolerant by using an anti-fuse FPGA and implementing triple voting on all necessary registers. The SPECS Master card is a PCI card implementing four SPECS interfaces (i.e. it can drive four SPECS buses). The SPECS specifies the use of an intermediate board to translate the long distance protocol (~100 meters, from the counting room where the PC is to the other side of the wall) into the short distance protocol (a few meters) to the SPECS slaves. See ref.XXX

1.4.1.2 ELMB

The ATLAS ELMB (Embedded Local Monitoring Box) is based on micro-controllers and uses the CAN bus as an interface. The ELMB contains 64 multiplexed ADC channels and was principally designed as an I/O device for analogue and digital values, but since it outputs I2C and JTAG it can also be used to control electronics. The CAN bus has a bandwidth of 500 Kbit/s for the envisaged length of the bus (~100m). The ELMB’s mechanism for coping with small doses of radiation is to have two micro-controllers, which can reset each other in case of problems. Any commercial CAN Master PCI card can be used to control the CAN branch. The ELMB has some degree of intelligence, its micro-controller can be programmed to execute user code, for example to monitor FPGA code against SEUs, this feature is to be used with moderation for two reasons: the development environment is complex and the micro-controller program can suffer itself from SEUs. See ref.XXX

1.4.1.3 Credit-Card PCs

The electronics in counting rooms are normally VME format boards (9Ux400mm). It was decided not to use the VME bus for control as there is always a danger that one board failing will block the whole bus segment. The solution adopted was to have point-to-point links to each board via Ethernet and to install in each board a commercial credit-card sized (66x85x12 mm3)

PC (CC-PC). The CC-PC (Figure 20) contains and Intel Pentium compatible CPU, up to 64 MB of memory and outputs directly I2C, JTAG and the PCI bus, which can be easily converted into a simpler parallel bus. These CC-PCs will probably run Linux and will be booted remotely via the network. See ref.XXX.

[image: image8.png]



Figure 8 Photograph of a Credit-Card PC

1.4.2 Interface to Other Devices

There are several other types of equipment that have to be interfaced to the control system. The majority of which is equipment involved in the Detector Control System (DCS). These are high voltage and low voltage power supplies, temperature and humidity sensors, and any other I/O devices used for example for calibration, alignment, mechanics, etc. For this type of equipment the guidelines to sub-detector development teams are the following:

1. Use commercial equipment as much as possible (instead of home made). An already existing solution (like the ATLAS ELMB for analogue I/O) can also be used.

2. The HW interface to the equipment should be one of the CERN recommended fieldbuses: Profibus, CAN, WorldFip or Ethernet. In any case devices should be accessible via a PCI card on a PC, not VME.

3. The SW interface to the equipment should be an OPC (OLE for Process Control, ref .XXX) server, preferably delivered by the HW manufacturer.

Another large fraction of equipment to be controlled is the Event Filter Farm (EFF). This farm is composed of thousand(s) of standard PCs connected via a separate Ethernet network for control purposes. The control of the EFF will be completely integrated in the ECS. Some research has been done on using the ECS SCADA tool to control and monitor a farm of CPUs with success (see ref.XXX). The EFF control will benefit from the developments done by the IT-PDP group.

1.4.3 Control Framework and Tools (Clara)

The LHCb Control Framework will be a specialization of the JCOP framework. It will provide for the integration of the various components (devices) in a coherent and uniform manner. JCOP defines the framework as:

“An integrated set of guidelines and software tools used by Detector Developers to realize their specific

Control System application. The Framework will include, as far as possible all templates, standard

elements and functions required to achieve a homogeneous Control System and to reduce the

development effort as much as possible for the Developers”.

The control framework was developed following the specifications provided by the JCOP Architecture Working Group (AWG), ref .XXX. The framework (ref. XXX) is based on the PVSS II SCADA system and addresses the following issues:

· Device orientation

· Hierarchical control

· Partitioning

· Error handling

· Distributed systems

· System configuration

· Interface to external systems

· System operation

1.4.3.1 Device orientation

The interface to the different hardware components should be “device oriented” as mentioned in the “Design” chapter.

PVSS II allows device oriented modelling, this was one of the criteria for the choice of this product. The protocol “drivers” used should also allow for this access mechanism, this is true for the OPC protocol, recommended as interface to commercial components, and for DIM (Distributed Information Management system, ref.XXX) recommended as interface to components not providing OPC servers.

1.4.3.2 Hierarchical control

The framework offers tools to implement a hierarchical control system (ref. XXX). The hierarchical control tree is composed of two types of nodes: “Device Units” which are capable of monitoring and controlling the equipment to which they correspond and "Control Units" which are considered to contain Finite State Machine(s) (FSM) which can model and control the sub-tree bellow them. This is illustrated in Figure 21. In this Hierarchy "commands" flow down and "status and alarm information" flow up. PVSS II does not provide for FSM modelling but another tool – SMI++ (ref. XXX) - has been integrated with PVSS. SMI++ allows for the design and implementation of hierarchies of Finite State Machines working in parallel. SMI++ also provides for rule-based automation and error-recovery.

Components and their interfaces

Each component in the tree (Device or Control Unit) provides information and can receive commands. From the point of view of hierarchical control, the interface between components and between components and operators is "state" flowing up and "command" flowing down, i.e. a “state/command” interface.
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Figure 9 Hierarchical Control Architecture

Control Units

Control Units are logical decision units. They can take decisions and act on their children i.e. send them commands based on their states. Any Control Unit and the associated sub-tree can be a self-contained entity. The logic behaviour of a Control Unit is expressed in terms of Finite State Machines. State transitions can be triggered by:

· Command reception (either from its parent or from an operator)

· State changes of its children

State transitions cause the evaluation of logical conditions and possibly commands to be sent to the children.

This mechanism can be used to propagate actions down the tree, to automate operations and to recover from error situations. The detailed view of a Control Unit can be seen in Figure 22.
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Figure 10 Control Unit detailed view

Device Units

Device Units implement the interface with the lower level components (Hardware or Software). They are always a tree "leaf", i.e. they have no children. They do not implement logic behaviour. They receive:

· Commands and act on the device

· Device data and translate it into States.

The detailed view of a Device Unit can be seen in Figure 23.
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Figure 11 Device Unit detailed view

1.4.3.3 Partitioning

Partitioning is the capability of monitoring and/or controlling a part of the system, a sub-system, independently and concurrently with the others in order to allow for tests, calibration, etc.

Each Control Unit knows how to partition "out " or "in" its children. Excluding a child from the hierarchy implies that it’s state is not taken into account any more by the parent in its decision process, that the parent will not send commands to it and that the owner operator releases ownership so that another operator can work with it, see Figure 24.
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Figure 12 Partitioning the hierarchy

It was felt that excluding completely a part of the tree was not flexible enough, so the following partitioning modes were defined and implemented in the Framework:

· Included - A component is included in the hierarchy, it receives commands from and sends its state to its parent.

· Excluded - A component is excluded from the hierarchy, it does not receive commands and its state is not taken into account by its parent. This mode can be used when the component is either faulty or ready to work in stand-alone, for calibration, tests, etc.
· Manual - A component is partially excluded from the hierarchy in that it does not receive commands but its state is still taken into account by its parent. This mode can be used to make sure the system will not send commands to a component while an expert is work on it. Since the component’s state is still being taken into account as soon as the component is fixed the operations will proceed.

· Ignored - A component can be ignored, meaning that its state is not taken into account by the parent but it still receives commands. This mode can be useful if a component is reporting the wrong state or if it is only partially faulty and the operator wants to proceed nevertheless.
The partitioning mechanism has also been implemented using PVSSII and SMI++ integrated tools

1.4.3.4 Error handling

Error handling is the capability of the control system to detect and possibly recover from errors in the system but also to inform and guide the operators and to keep, archive, the information about the problems for further analysis, statistics, etc.

Since SMI++ is also a rule-based system, errors can be handled and recovered using the same mechanism as “standard” system behaviour. There is no basic difference between stating: “when system configured start RUN” and “when system in error reset it”. The recovery from known error conditions can be automated using the hierarchical control tools based on sub-system’s states. On the other hand PVSS provides powerful tools for alarm handling, i.e. for allowing equipment to generate alarms (possibly using the same conditions that generate states), for archiving, filtering, summarizing and displaying alarms to users and to allow users to mask and/or acknowledge alarms.

1.4.3.5 Distributed systems

Both PVSSII and SMI++ allow for the implementation of large distributed and decentralized systems. There is no rule for the mapping of Control Units and Device Units into machines, there can be one or more of these units per machine depending on their complexity (or other factors like development teams they “belong” to, etc.). The framework will allow users to describe their system and run it transparently across several machines. Since both PVSS II and SMI++ can run on mixed environments comprising Linux and Windows machines the user can also choose the best platform for each specific task.

1.4.3.6 System configuration

Each component of the system, be it a front-end electronics board, a high voltage channel or a physics algorithm in the PC farm, will have to be initialised, configured and monitored for different activities or running modes. This can involve large amounts of data. Even though the control, including the downloading of configuration data, of each component is done through the SCADA system (this is the only interface to the device), the data necessary for this operation will not reside at all times in PVSS for two reasons:

· Performance: Currently the PVSS database is not made to store large amounts of static data. The PVSS database is optimised for dynamic data, i.e., all data is loaded into memory for efficiency.

· Flexibility: The configuration of the control system itself has also to be stored, if one of the machines fails and has to be replaced its configuration parameters have to be available.

The configuration data will reside in the Configuration Database. This database will contain the information necessary to locate, initialise and configure all components. Some of the of data stored in the configuration database includes:

· Activity classifications (running modes)

· Device type description: decomposition in components, addressing protocols, etc.

· Device description: name, serial number, description, address, connections to other modules, etc.

· Device parameters by activity

The configuration data relevant to each PVSS sub-system (for PVSS itself and for the devices connected to it) will be obtained by each sub-system whenever necessary, for example: at power up, on change or on user request. The tools to edit the configuration database by the users will be integrated in the control framework, i.e. the user will see a single configuration tool based on PVSS tools which will trigger the import/export mechanisms between the configuration database and the PVSS sub-system whenever appropriate.

1.4.3.7 Interface to external systems

There are many external components to the LHCb Control System with which information has to be exchanged:

· The LHC machine

· The CERN Technical Services

· The CERN Safety System

And some systems that are part of LHCb but their control systems are being developed by other (common) projects:

· The LHCb GAS Systems

· The LHCb Detector Safety System

· The LHCb Magnet

For the first type of systems a protocol, the Data Interchange Protocol (DIP), is being agreed upon by all parties involved, this is the LHC Data Interchange Working Group (LDIWG, ref. XXX). Once this protocol is defined the framework will provide access to the data coming from these systems.

For the second type of systems, some of them also described in this TDR, it is expected that their control system will also be based on PVSS and on JCOP framework tools so their integration in the hierarchy should be straight forward, like a different sub-detector.

1.4.3.8 System operation

The framework will provide configurable operation panels. These panels will have predefined areas showing the states of the hierarchical components, their partitioning modes, their alarm states, etc. and user defined areas that are specific to the task of that particular component. The user can navigate through the hierarchy by clicking on the different components. The panel showing the component at the top of the hierarchy could be the Run Control, as in the prototype example of Figure 25.

[image: image13.png]User Defined Logo
E

osa 3l
ocs 8l
Messages =

Partitioning Mode  Alarm State

=loix

Run Number: 25452 Live Time: |

15-0c1:2001 191308 - Run 25451 Stopped
15-0c1-2001 19:13:13 - Run 25451 Stopped
15-0ct:2001 19:13:14 - Run 25452 Started

User Panel




Figure 13 Prototype Run Control example

1.4.4 Connection to Offline Computing

1.4.4.1 Bookkeeping (Beat)

The bookkeeping in the LHCb online system will use the same system that will be used throughout LHCb for this purpose, such as Monte-Carlo productions, reprocessing, etc. It will be effectuated by one or more software components that will run on the accepted and reconstructed data and some, part of the control system, which will monitor the statistics of the dataflow system.

The information gathered will be stored in the bookkeeping database which will either be shared between the online and offline world or the relevant information will be copied periodically from the online system to the offline accessible version of the database, for further consumption.

1.4.4.2 Detector Conditions (Beat/Clara)

The ECS system will keep track (through the SCDA tools) of the state of the whole detector, including the online system, and will archive all or at least most of the state information permanently. A subset of this state information is of crucial importance to offline algorithms, like e.g. reconstruction or analysis. Hence, a mechanism will exist to interface the SCADA state information to the offline Conditions Database (see [FIXME]), which will ensure that selected quantities are transferred from the SCADA archive to the conditions database. Besides “environmental” parameters, such as pressures and temperatures, also the details of the current configuration, i.e. the current parameters downloaded into the front-end electronics, etc, but also which parts of the detector are being read out., need to be stored into the conditions database. This will be done during system initialisation and will be updated whenever new data is available.

1.4.5 Data Quality Monitoring (Beat)

Data quality monitoring will take place at several levels. Firstly at the levels of the ECS through the SCADA archive and the conditions database, i.e. the SCADA archive will keep track of anomalies in the detector or its supplying environment that could potentially jeopardize the quality of the physics data.. But there is also quality monitoring using algorithms running on the physics data themselves. This will take place either in the individual CPUs of the Filter Farm or before/while data are written to permanent storage. The results of these algorithms are statistical information, such as counters or histograms. These statistical data will be acquired through the ECS system and, in case of the algorithm running on the Filter Farm, will be combined to form a single set of histograms and counters
. This is only a problem for distributed monitoring. For monitoring on the central CPU server(s) this is not an issue. The software performing this aggregation of statistical data will run under the control of the ECS system and will interface to the LHCb-standard histogramming sub-system to provide the necessary information.

1.5 Detector Safety System

1.6 Scale of the System (Niko, Clara, Beat, etc…)

In this section, we will describe the tentative scale of the system in terms of number of elements needed to satisfy the performance requirements. In addition, some functional requirements, such as partitioning, will influence the detailed numbers. For example, partitioning will prevent the assignment of a given RU to the dataflow of two different sub-detectors or partitions.

1.6.1 Timing and Fast Control (Richard)

The Front-End electronics of the 10 sub-detectors and the Level-0 and Level-1 trigger systems comprise roughly a thousand TTC receiver chips (TTCrx). The TFC Switch allows dividing the sub-detector into 16 partition elements. Following these two constraints, Table 5 presents the number of TFC modules required including spares.

Table 1 Expected number of TFC modules required.

	TFC component
	Number of modules

	TTCmi + 4 TTCcf
	2

	Trigger splitter
	3

	Readout Supervisor
	12

	TFC Switch
	2

	Throttle Switch
	3

	TTCtx
	18

	Optical coupler
	50

	Throttle OR
	40


1.6.2 Data-Flow System (Beat)

In the absence of a complete simulation of the LHCb detector, including the front-end electronics we found our numbers on very rudimentary estimates based on occupancies determined from Monte-Carlo simulations.

Table 2 Number of readout elements in the dataflow system based on Average occupancies in the different sub-detectors.
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Table 6 shows the expected numbers of elements in the readout system upstream of the readout network.

It should be noted that the original event sizes from the Level‑1 electronics boards add up to ~71 kB. These numbers are based on naïve occupancy figures and some global assumptions on encoding the addresses of the hit channels after zero-suppression. There is no accounting for electronics noise or background in these figures. We thus scaled the event sizes of all the detectors up such that the average total event size amounts to ~100 kB, the figure we decided to design against earlier (see 2.2.2).

The design process then starts by the amount of data that is produced in one Level‑1 electronics board (after scaling), and the data rate per input port to the readout network that can be handled. For the latter we chose 80 MB/s, which represents a load of 66 % per link (1 Gb/s), a reasonable safety factor as simulations show (Section 0). From these two numbers, the data fragment sizes and the desired maximum bandwidth used on a link, a ‘target multiplexing factor’ per sub-detector‑a consequence of partitioning‑ is calculated
, which we try to realize by connecting Level‑1 electronics boards to FEMs and FEMs to RUs
. Due to the integer nature of the multiplexing factors, obviously the target MUX factor cannot be achieved always. To be on the safe side wherever reasonable, a lower multiplexing factor has been constructed.

Table 7 summarizes the results of Table 6. We can conclude that the system can be implemented with 195 network processor mezzanine cards mounted on 101 carrier boards. The scale of the readout network will be thus 60 input and output ports
.

Table 3 Summary of the number of RUs and FEMs in terms of NP mezzanine boards and Carrier boards
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1.6.3 Event Filter Farm (Niko)

The size of the farm is critically depending on the processing time required to reach a decision. Lacking any much-improved information the numbers presented in the Technical Proposal may serve as a guideline.

Table 4 CPU requirements

	CPU power
	Event Rate
	Per event (SI95 s)
	Installed (SI95)

	L2 CPU 
	40 kHz
	0.25
	10000

	L3 CPU 
	5 kHz
	5
	25000

	Reconstruction CPU
	200 Hz
	250
	50000

	Grand Total
	
	
	85000


From the SPEC web page [26], one can see that a current 1 GHz system has approximately the power of 45 SI95 units. This would lead to some 2300 CPUs. Taking Moore’s law
 [25] and assuming procurement in 2005 would reduce this by a factor 2.5 leaving us with the still substantial number of 1000 CPUs. Depending on the chosen implementation of such a node this will result in very different requirements on power and cooling. Standard desktop PCs for example need approximately 150 – 200 W, while micro-server blades using – less performing – low-power processors can operate at ~ 70 W, which have also to be cooled away. The evaluation of the total cost also has to take into account the associated infrastructure such as switches and will be discussed in section Error! Reference source not found..

1.6.4 ECS (Clara)

In order to give an idea of the scale of the Experiment Control System we will estimate the number of Control PCs, which will be needed to implement the complete control system. The major control areas are: the control of electronics, the control of DCS devices (ex. slow controls) and the control of the event filter farm. We will base this exercise on the type of interface or the type of device connected to the control system.

Table 5 PCs controlling electronics interfaced via Ethernet/CC-PCs


[image: image16.wmf]CC-CP Table

Vertex

IT

OT

Rich1

Rich2

SPD/PS

ECal

HCal

Muon

Trigger

Central

SUB-

TOTAL

Level 1 boards

100

225

60

21

34

8

14

4

10

4

FEM/RUs

18

42

3

5

5

2

10

3

11

4

TFC

9

18

6

3

4

2

3

2

2

4

13

Total CC-PCs

127

285

69

29

43

12

27

9

23

12

13

Controls PCs

3

6

2

1

1

1

1

1

1

1

1

19


Table 6 PCs controlling electronics interfaced via SPECS
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Table 7 PCs controlling electronics interfaced via CAN/ELMB
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Table 8 PCs controlling DCS devices
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Table 9 PCs controlling the Event Filter Farm
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Table 10 Total number of Controls PCs
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1.7 Online Computing Infrastructure

1.7.1 Computing and Network Infrastructure (Beat/Philippe G.)

In the previous chapters, we have focussed more on implementation of the components of the online system. In this section, we will discuss the general infrastructure, which provides the “glue” that will connect these components together.

1.7.1.1 Computing Infrastructure

The computing infrastructure can be logically split into two components, namely (see Figure 26)

· Infrastructure for acquiring the physics data

· Infrastructure for the control system and general purpose computing
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Figure 14 Architecture of the online computing infrastructure.

The storage server will receive the accepted and reconstructed event from the CPU farm and will buffer them temporarily
. We intend to install disk space for ~10 days worth of data, in case the links to the computer centre is interrupted. At a production rate of ~4 TB per day this implies a disk capacity of ~40 TB. This storage will have no backup to more permanent media, e.g. tapes.

There will also be a need to provide some amount of computing power to perform some analysis of the physics data to ensure e.g. the quality of the data. One (or two for redundancy) mid-range CPU server will be sufficient for this task.

The second part of the online computing infrastructure will consist again of a storage server holding all software needed to run the system, but also the databases (or copies) and SCADA permanent archives needed for system operation. This storage will be using redundancy technologies (e.g. RAID-5) and will also be connected to a backup system for safeguarding.

The compute servers in this part will run the central parts of the controls system, but will also be responsible e.g. for extracting configuration data for individual modules from the configuration database, etc. Again, one or two mid-range CPU servers will be sufficient.

1.7.1.2 Networking Infrastructure

Side-by-side with the DAQ network that transports the physics data, there will be a controls network installed in the experiment. Again, the technology for this network will be Ethernet, because of its abundance and its wide range of different bandwidth implementations (10/100/1000/10000 Mb/s). The controls network will be structured in a deeply hierarchical manner, with 1 or 10 Gb/s NICs in the servers and 100 Mb/s sections e.g. at the Credit-Card PCs. Figure 27 shows the implementation of the final controls network distribution.

[image: image23.emf]Switch

CC-PC CC-PC CC-PC CC-PC CC-PC

Control

PC

Uplink to Controls

Network

100 Mb/s

1 Gb/s

Switch

CPC CPC CPC CPC CPC

Uplink to Controls

Network

100 Mb/s

1 Gb/s

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

a)

b)

Switch Switch

CC-PC CC-PC CC-PC CC-PC CC-PC CC-PC CC-PC CC-PC CC-PC CC-PC

Control

PC

Uplink to Controls

Network

Control

PC

Uplink to Controls

Network

100 Mb/s

1 Gb/s

Switch Switch

CPC CPC CPC CPC CPC CPC CPC CPC CPC CPC

Uplink to Controls

Network

100 Mb/s

1 Gb/s

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

SPECS/

CAN

a)

b)


Figure 15 Implementation of the final network distribution for the case of Credit-Card PCs (a) or Control PCs as end-nodes (b).

The switches in Figure 27 will be standard so-called edge-switches, in terms of networking jargon. These switches will be very abundant in the future, since they will provide the basic connectivity to the individual offices in LAN environments when 10GbEthernet will become the backbone technology. Hence, the prices for these switches will be low. For other technologies as interfaces to electronics (ELMB, SPECS), clearly some Credit-Card PCs can be replaced with controls PCs. In this case, only one Gb port is needed on the switch.

All the uplinks will be connected to a large (standard) backbone switch, which will also receive the links from the storage controllers and the compute servers in Figure 26
.

1.7.2 Power and Cooling (Philippe G.)

There will be 2 MW of electric power installed at pit 8 for the LHCb experiment (excluding the magnet). There is no reason to believe that this power should not be sufficient for the electronics and the other equipment
.

Cooling, however, is a somewhat bigger concern, in the sense that there is about 1.5 MW of cooling power available in form of ‘cold water’ for cooling electronics modules and 0.5 MW of cooling power for air-conditioning. Depending on the implementation of the CPU farm (see section 4.6.3), there might be a significant amount of power to be cooled away through air-cooling, i.e. though cooling the environmental air of the equipment. This is clearly much less efficient than blowing cold air, via fan trays, across the electronics and taking the heat out by means of water-cooled heat exchangers. This aspect of the implementation has to be born in mind when choosing the equipment in question
.

1.7.3 Location of Equipment (Beat/Clara/Philippe G.)

It is obvious for a lot of the equipment, where it will be located

· The front-end electronics will be located in the cavern of pit 8 of the LHC.

· All the TFC equipment will also be located in the cavern for latency reasons

· Very many of the control PCs will be underground, close to the equipment they control

· For floor-space and maintenance considerations, most likely the CPU farm will located upstairs, i.e. on the surface.

The choice of Gb Ethernet as link technology allows in principle distances between 100 m (Unshielded Twisted Pair) and 500 m (show haul optical). Hence, the choice of the rest of the equipment, such as FEMs and RUs is largely arbitrary
. For convenience and operational reasons, it would be advantageous to house as much as possible of the equipment at the ground floor. We will follow closely the market trend and the price evolution and decide on a cost/benefit basis where to locate the equipment.

1.7.4 Control Room (Beat/Clara/Philippe G.)

The LHCb control room will be located on the surface in the old Delphi control room. It will the place from which the entire experiment will be controlled and monitored by the shift crew. The crew will have at its disposal several PCs or workstations to discharge its task. These will run the user interfaces and panels of the control system. Other terminals or screens will be installed to permanently display information important for the understanding of the state of the experiment, such as

· State of key components of the DAQ system

· State of the high-voltage systems of the different subdetectors

· Asserted alarms of the control system

· State of the LHC machine

· Etc…

Besides the infrastructure installed for the shift crew, there will be a certain number of PCs available for subdetector use, e.g. for experts investigating problems. All PCs will run the LHCb control software, at least the user interface part, while the algorithmic part will run on the compute servers (see Figure 26).

1.7.5 Connection to the Cern Computer Centre (Beat/Philippe G.)

The physical connection (fibre optics links) between point 8 of the LHC and the Cern computer centre will be provided as part of the general infrastructure of Cern. Figure 28 and Figure 29 show the planned layout of the fibre connections around the LHC accelerator. It can be seen that there is redundancy in the connectivity between point 8 and the computer centre (Building 513). These fibres will carry high-speed data protocols, such as DWDM (Dense Wave Division Multiplexing) reaching 80 Gb/s aggregated bandwidth. LHCb will need only a very small fraction of this bandwidth. As can be from Table 2 the average rate to storage and hence to the Cern computing centre amounts to ~40 MB/s. Even taking into account a 50 % higher rate from the computing centre to the CPU farm during re-processing of the data when the accelerator is not running, this load should easily be handled by a 1 Gb/s link. All controls traffic will use another channel, which will also be a 1 Gb/s link. Hence, technologically there should not arise any problem.

The link to the computer centre will use the transport protocol in fashion at the time, e.g. TCP/IP. Cern’s central data recording software will govern the transfer to the computer centre’s storage facility, where the data will be permanently archived.

[image: image24.wmf]
Figure 16 Optical fibre links around the LHC accelerator (Picture courtesy Cern SL/CO)

[image: image25.wmf]
Figure 17 Extract of Figure 28 showing the connectivity from Point 8 of LHC in more detail.








































































































































































































































� The TTCvi allows transmitting short broadcasts at maximum every 575 ns.


� A 64-Bit architecture has definite advantages in floating point operations.


� It should be noted that these data do not need to be synchronized among different CPUs. It is not relevant, that the different sub-histograms are read at exactly the same time. Only at the end of a data-taking activity, the total statistics has to be consistent.


� The Readout Supervisors are handled somewhat differently. In principle one port of the Readout Network per RS should be associated, to religiously conform to the partitioning principles. This would, however, lead to 10 more RUs and 10 more ports in the RN. This would imply financial consequences that cannot be justified. We therefore decided to connect the RSs to RUs as is they were all belonging to one subdetector but will load special code into these FEM/RU modules such that there is no data merging performed and the destination assignment will follow the partitioning. Basically the appropriate FEM/RUs will act as partition aware simple multiplexers.


� FEMs and RUs are identical modules. They are just distinguished here for clarity.


� There are additional ports needed in the readout network, since we reuse the connectivity already provided by the readout network to connect the data path to the computing infrastructure (storage) 


� Or rather a crude corollary, stating that doubling the number of transistors, which is what Moore’s law predicts, is equivalent to doubling the CPU power. 


� We intend to use the Cern Computer centre’s storage system for the permanent storage of the physics data.


� This backbone switch does not necessarily need to be as highly performing as the switching network of the Readout Network. It is more to provide connectivity among all the nodes, then to provide performance.


� Note that the DELPHI experiment managed very well with less power and much more old electronics, and was to a large extent of the same scale than LHCb.


� The Cern computer Centre is facing a similar problem and a solution will have to be found at a much larger scale.


� This is only true if the physical layer (optical or twisted pair) can be arbitrarily chosen, or if optical transmission is used everywhere.
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