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VCKM

Quark mixing in the Standard Model

Imaginary component gives rise to matter-antimatter asymmetry (CP violation)
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Equal 
amount of 
matter and 
antimatter 
created

Today: 
almost no 
antimatter 
in the 

universe

So where did all the antimatter go?

Why does antimatter matter?



Other reasons exist
Hierachy, naturaleness, etc.

Inconsistency between SM picture of CPV and 
Big Bang comes directly from the quark 
masses and cannot be explained away though.

Assume Big Bang picture is correct, there 
must be sources of CPV outside the SM!



Potential NP is constrained by flavour

4

Any extension of Standard Model found in DIRECT SEARCHES must comply with a 
non-trivial flavor structure: Flavor is a key ingredient of any BSM theory, which may 
help to discover NP!
!
The absence of FCNC already now sets strong constraints on the multi TeV-scale 
physics (higher than those found in direct searches so far, even foreseeable at LHC)!

LHC : direct vs. indirect searches!

3"This technique has been used since a long time in particle physics with great success!

arXiv:1302.0661!

2.1 Flavour Changing Neutral Currents 7

searches allow us to access new particles produced virtually in loop processes. In indirect
searches, flavour observables play a key-role to explore New Physics at higher energy scales.

This chapter is devoted to the theoretical description of rare processes involving FCNCs,
with particular attention to the B0

d ! µ

+
µ

� and B0
s ! µ

+
µ

� decays. The search for such rare
decays ultimately aims at testing the Standard Model of particle interactions and eventually
uncovering New Physics beyond the Standard Model.

�.� Flavour Changing Neutral Currents
Flavour Changing Neutral Currents are absent at the tree level in the Standard Model.
Charged currents mediated by W± bosons can instead violate flavour, therefore one can
use a W boson in a loop to create an overall Flavour Changing Neutral process: FCNC pro-
cesses are thus possible at higher orders. The diagrams in 2 represent decay amplitudes at
the level of elementary particles (quarks, leptons, bosons).

(a)

Figure 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Feynman diagrams of the SM processes contributing to B0

s ! µ

+
µ

� decays, involving top quarks and W bosons: Z0-
penguin diagrams on the left and box diagram on the right. Self energy (gluonic) corrections and Higgs contributions
are here not considered.

To actually calculate a decay rate, one needs to account for the fact that quarks are con-
fined inside hadrons, bound by the exchange of soft gluons. The case of the B0

s(d) ! µ

+
µ

�

decay is the cleanest possible exclusive B-decay: due to the purely leptonic final state, all
non-perturbative effects can be confined to a single parameter, the B-meson decay constant,
defined via the axial-vector current matrix element [28]:

⌦
0|q̄g

µ

g5b|B̄q(p)
↵
= ip

µ

FBq , (11)

where p
µ

is the four-momentum of the initial B-meson and q represents the d or s quark.
Theoretical calculations of hadronic decay rates are based on effective Hamiltonians of

the type [29]:

Heff =
GFp

2 Â
i

Ci(µ)Qi(µ) , (12)

and the decay amplitude for a meson |Mi (e.g. K, D, B) into a final state |Fi (e.g. pp, µµ),
is given by

A(M ! F) = hF| Heff |Mi = GFp
2 Â

i
Ci(µ) hF| Qi(µ) |Mi . (13)
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Constraining new physics in B
0

s mixing 3
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Fig. 1. Leading order diagrams for neutral meson mixing in the SM.

2. Beauty mixing phenomenology in a nutshell

Excellent pedagogical introductions to neutral meson mixing can be found in
textbooks

4
, recent reviews

5,6
and lecture notes.

7,8
An up-to-date review of exper-

imental constraints on B meson mixing can also be found in the PDG.
9
The fol-

lowing discussion applies to neutral mesons of any kind. However, we shall denote
the flavour eigenstate with the symbol B

0
for beauty meson and use numerical

estimates that apply to B
0
s and B

0
d .

2.1. Time-evolution of the B
0
-B

0
system

Consider the wave function B
0
(t) for a neutral meson that is the superposition of

flavour eigenstates B
0
and B

0
. The time-evolution of its projections into flavour

eigenstates is given by a Schrödinger equation

i
d

dt

 
hB0|B(t)i
hB0|B(t)i

!
=

✓
H11 H12

H21 H22

◆  hB0|B(t)i
hB0|B(t)i

!
. (2)

Since the meson decays and we do not consider the wave function of final states, the
Hamiltonian H is not hermitian. However, like any other complex matrix, it can be
decomposed in terms of two hermitian matrices, which we label by M and �,

H = M � i
2�. (3)

Since M and � are hermitian, their diagonal elements are real and we have M21 =
M

⇤
12 and �21 = �

⇤
21. CPT invariance requires M11 = M22 and �11 = �22. Ignoring

for the moment the interference with phases in the final state, the common phase
of B

0
and B

0
is arbitrary such we can choose either the phase of M12 or �12 and

only their phase di↵erence matters. Consequently, the mixing can be parametrized
by five real parameters, which are conventionally chosen to be

M11, �11, |M12|, |�12| and �12 = arg

✓
�M12

�12

◆
. (4)

The mass M11 is determined by the quark masses and strong interaction binding
energy. In the B system it is about 5 GeV and more than ten orders of magnitude
larger than the size of the other elements, which all involve the weak interaction.

The time-evolution of the meson-anti-meson system is described in terms of the
eigenstates of the Hamiltonian. The two mass eigenstates can be written as linear

Chapter 3

Flavor physics beyond the SM: models and predictions

If the physics beyond the SM respects the SM gauge symmetry, as we expect from general arguments,
the corrections to low-energy flavor-violating amplitudes can be written in the following general form

A(fi ! fj +X) = A0


cSM
M2

W

+

cNP

⇤

2

�
, (3.1)

where ⇤ is the energy scale of the new degrees of freedom. This structure is completely general: the
coefficients cSM(NP) may include appropriate CKM factors and eventually a ⇠ 1/(16⇡2

) suppression if
the amplitude is loop-mediated. Given our ignorance about the cNP, the values of the scale ⇤ probed by
present experiments vary over a wide range. However, the general result in Eq. (3.1) allows us to predict
how these bounds will improve with future experiments: the sensitivity on ⇤ scale as N1/4, where
N is the number of events used to measure the observable. This implies that is not easy to increase
substantially the energy reach with indirect NP searches only. Moreover, from Eq. (3.1) it is also clear
that indirect searches can probe NP scales well above the TeV for models where (cSM ⌧ cNP), namely
models which do not respect the symmetries and the symmetry-breaking pattern of the SM.

The bound on representative �F = 2 operators have already been shown in Table 1.1. As can
be seen, for cNP = 1 present data probes very high scales. On the other hand, if we insist with the
theoretical prejudice that NP must show up not far from the TeV scale in order to stabilize the Higgs
sector, then the new degrees of freedom must have a peculiar flavor structure able to justify the smallness
of the effective couplings cNP for ⇤ = 1 TeV.

1 The Minimal Flavor Violation hypothesis
The main idea of MFV is that flavor-violating interactions are linked to the known structure of Yukawa
couplings also beyond the SM. In a more quantitative way, the MFV construction consists in identifying
the flavor symmetry and symmetry-breaking structure of the SM and enforce it also beyond the SM.

The MFV hypothesis consists of two ingredients [49]: (1) a flavor symmetry and (ii) a set of
symmetry-breaking terms. The symmetry is noting but the large global symmetry Gflavor of the SM
Lagrangian in absence of Yukawa couplings shown in Eq. (1.4). Since this global symmetry, and partic-
ularly the SU(3) subgroups controlling quark flavor-changing transitions, is already broken within the
SM, we cannot promote it to be an exact symmetry of the NP model. Some breaking would appear at the
quantum level because of the SM Yukawa interactions. The most restrictive assumption we can make to
protect in a consistent way quark-flavor mixing beyond the SM is to assume that Yd and Yu are the only
sources of flavor symmetry breaking also in the NP model. To implement and interpret this hypothesis
in a consistent way, we can assume that Gq is a good symmetry and promote Yu,d to be non-dynamical
fields (spurions) with non-trivial transformation properties under Gq:

Yu ⇠ (3, ¯3, 1) , Yd ⇠ (3, 1, ¯3) . (3.2)

If the breaking of the symmetry occurs at very high energy scales, at low-energies we would only be
sensitive to the background values of the Y , i.e. to the ordinary SM Yukawa couplings. The role of the
Yukawa in breaking the flavor symmetry becomes similar to the role of the Higgs in the the breaking
of the gauge symmetry. However, in the case of the Yukawa we don’t know (and we do not attempt to
construct) a dynamical model which give rise to this symmetry breaking.
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Hierachy, naturaleness, etc.

Inconsistency between SM picture of CPV and 
Big Bang comes directly from the quark 
masses and cannot be explained away though.

Assume Big Bang picture is correct, there 
must be sources of CPV outside the SM!

For the purposes of this talk, “flavour 
physics” really means “quark flavour 
physics”, with apologies to neutrinos, 
lepton flavour violation, etc.

Specifically measurements which tell us 
about the matter-antimatter discrepancy.

Existing flavour measurements constrain 
generic New Physics at the TeV scale, 
competitive with direct searches.



Tools of our trade



B-factories : hermetic detectors, low background, mainly access B0,+ and charm
Belle is being upgraded, Belle II aims to collect 50x the Belle dataset 



CDF/D0/ATLAS/CMS : hermetic detectors but hadronic environment, much higher backgrounds

CDF
D∅

CMSATLAS



LHCb : forward spectrometer for flavour physics at LHC



NA62/KOTO: forward spectrometers for rare kaon decays

  1.1   Physics Objectives and Detector Overview 
 

11 
 

1 Introduction    

1.1 Physics Objectives and Detector Overview 
 

The rare decays K    are excellent processes to study the physics of flavour because of their very 
clean nature. Thanks to the hard (quadratic) GIM mechanism, these decays are dominated by short-
distance dynamics. Moreover, the short-distance amplitude is governed by just one single semileptonic 
operator whose hadronic matrix element is measured experimentally from the semileptonic kaon 
decays. This insures that the main theoretical uncertainties can be eliminated by data. The strong 
suppression to the Standard Model (SM) contributions and the remarkable theoretical precision of the 
SM rate makes these decays sensitive probes to possible new degrees of freedom. The SM prediction 
[1] [2] including the latest NNLO QCD corrections [3], electroweak corrections [4] and long distance [5] 
contributions, reads:   

BR  (𝐾ା   
                
ሱ⎯ሮ 𝜋ା𝜈�̅�)  (SM) = (8.5 ± 0.7) ∙ 10ିଵଵ, 

where the uncertainty is dominated by the current precision of the CKM mixing matrix parameters 
rather than by theoretical errors affecting the hadronic matrix element. Progress on the measurements 
of these CKM parameters is expected to further improve this SM prediction. Predictions of this 
branching ratio are available for various extensions of the SM including models with a 4th generation of 
quarks and leptons [6], Littlest Higgs [7], Randall and Sundrum mechanism [8] and supersymmetric 
flavour models [9]. 

 

Figure 1 Schematic view of the NA62 experiment showing the main sub-detectors (not to scale). 

 

On the experimental side, the most precise results have being obtained by the E787 and E949 
experiments at BNL by studying stopped kaon decays [10]: 

NA62

E. Iwai for the KOTO Collaboration / Nuclear Physics B Proceedings Supplement 00 (2012) 1–4 2

These decays can be rejected by detecting additional49

particles with the surrounding detectors. The KL → γγ50

decays can be rejected by requiring a finite transverse51

momentum for the two photon system. In case of the52

KL → π0νν̄ decay, the two photon system has a finite53

transverse momentum, because the undetected two neu-54

trinos take some momentum away. We calculate the de-55

cay vertex and reconstruct the KL → π0νν̄ decay from56

two photons in the calorimeter with the assumption that57

the two photons come from a π0 decay on the z-axis.58

2. Apparatus and its status59

Figure 1 shows a side view of the KOTO detector. We60

reuse the E391a detector with a number of upgrades.61

The apparatus of KOTO experiment is characterized by62

a high intensity KL beam, a CsI calorimeter, veto de-63

tectors and a waveform digitization. In this section, we64

describe the apparatus and its status.

KL 
beam

CsI Crystals (KTeV)

�0 � ��

�0���

�

KL

Figure 1: Side view of the KOTO detector. The decay volume in the
middle of the detector is surrounded by hermetic particle detectors.

65

2.1. KL beam line66

Figure 2 shows an overview of the beam line. The67

J-PARC main ring was designed to deliver 30 GeV pro-68

tons to our experimental hall for 0.7 seconds in every69

3.3 seconds. The KL particles are produced by the pri-70

mary protons striking a common target, and the KL par-71

ticles are transported through a neutral beam line to the72

KOTO detector. The target consists of five Ni disks with73

the total thickness of 53.9 mm. The neutral beam line is74

located at 16◦ from the primary proton beam in a hori-75

zontal plane. The beam line is 21 m long and consists76

of a pair of collimators, a sweeping magnet, and a γ77

absorber. The first collimator is 400 cm long, and the78

second collimator is 500 cm long. They are made of79

iron except for the 50 cm long region at the upstream80

end, which are made of tungsten. The magnet is placed81

between the two collimators to sweep out charged par-82

ticles. The γ absorber is made of 7-cm-long lead.83

The beam line construction was completed in 2009.84

We aligned the collimating system and measured the85

Figure 2: Schematic view of the neutral beam line.

beam profile with the scintillating fiber hodoscope[7] in86

2010 and 2011.87

We also measured the number of KLs produced per88

protons on target and their momenta. We detected two89

charged particles and two photons with hodoscopes and90

calorimeters, and reconstructed them by assuming that91

they were from KL → π+π−π0 decay. Figure 3 shows92

the invariant mass distribution and momentum spectra93

of reconstructed KLs at the exit of the beam line[8]. The94

measured KL yield was 2.6 times higher that what was95

assumed in the proposal.

observed with negligible background contamination. We identi-
fied those events that satisfied 460oMpþ p"p0 o540 MeV=c2 as
K0

L . After imposing all the cuts, the observed number of K0
L decays

was 1923 for the Ni target. Table 6 summarizes the numbers of
remaining events after various kinematical cuts. For the Pt target
runs, the same analysis procedure was taken and 2217 events
passed all the cuts.

The background contamination was studied by MC simula-
tions and found to be 0.5% (0.5%) from the K0

L-3p0 and 0.3%
(0.6%) from neutron interactions in the beam region in the case of
the Ni (Pt) target. In the discussion of the K0

L flux below, these

backgrounds were subtracted from the observed numbers of
events.

4. Results and discussions

4.1. K0
L flux

The number of K0
L s at the exit of the beam line was taken as a

measure of the flux. The flux was normalized to 2#1014 protons
on the production target (POT), which corresponds to the
designed value of POT per single spill from the MR accelerator
of J-PARC with the slow extraction.

In order to determine the flux at the exit of the beam line from
the observed K0

L decays, the geometrical acceptance and the
analysis efficiencies must be evaluated, as well as the decay
probability and the K0

L-pþp"p0 branching ratio. The efficiencies
of the hodoscope planes were evaluated by data taken with a
special trigger, and were found to be 98.4% per plane in average.
Hits were required in all the eight planes and thus the total
efficiency was estimated to be 87.4%. The average live time of the
data acquisition was 97.7% during the runs. The decay probability,
geometrical acceptance, and analysis efficiencies were evaluated
by the MC simulations to be 5.6%, 0.079%, and 14.4%, respectively.
Note that these values depend on the K0

L momentum distribution,
as discussed later. The values obtained with our resultant spectra
were used.

Information from a secondary emission chamber (SEC) in the
proton extraction line of the MR was used to monitor the POT
value in each spill. The SEC provided a scaler count proportional
to the proton intensity. It was normalized so as to agree with the
measured intensity by a current transformer (CT) in the MR,
provided by the accelerator group. The beam loss at the extraction
was 1.4% according to measurements by loss monitors, and was
taken into account in the calculation.

By using the K0
L-pþp"p0 branching ratio of 12.54% [19], the

K0
L yields for the Ni and Pt targets were obtained as listed in

Table 7.
Compared with the MC simulations, the resultant K0

L flux for
the Ni target was consistent with the expectations from GEANT3
and FLUKA but larger than that from GEANT4. For the Pt target,
the measured value was larger than all the expectations by three
simulation packages. Note that the differences among various MC
simulations include the effects of scattering from the 7-cm-thick
lead absorber, as well as the K0

L production cross-section. We also
examined the ratio of the K0

L yield of the Pt target to that of the Ni
target. The measurements gave the value of 2:16þ0:38

"0:36 , while the
expectations were 2.05 by GEANT4, 1.58 by GEANT3, and 1.56 by
FLUKA, respectively.

4.2. K0
L momentum spectrum

Fig. 8 shows the reconstructed K0
L momentum distribution for

the Ni target. The distribution includes the detector acceptance and
E
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Fig. 7. Invariant mass distribution of pþp"p0 after imposing all the kinematical
cuts except the cut on Mpþ p"p0 . Dots with bars indicate the data and a histogram
shows the K0

L-pþp"p0 signals from the simulation result.

Table 6
Summary of the kinematical cuts. Here the results in the Ni target runs are shown.
Npass indicates the number of events which passed the cut given in the row.
Reduction here is defined by normalizing to the number of events after the
primary event selection.

Cut name Condition Npass Reduction
(%)

Primary event selection 12 059 –

p0 invariant mass 105oMggo165 MeV=c2 5801 48

Azimuthal angle 9Df7 9o1681 or 9Df7 941921 3465 29

p7 momentum p7 40 2871 24

Vertex position 21:0ozv o23:5 m 2722 23
Two photon distance d2g440 cm 2666 22

K0
L invariant mass 460oMpþ p"p0 o540 MeV=c2 1923 16

Table 7

Resultant K0
L flux at the exit of the beam line. The K0

L yields for the Ni and the Pt targets and their ratio were summarized, together with the expectations by MC
simulations. The first uncertainties are statistical and the second ones are systematic (discussed in Section 4.3).

Target Flux (normalized to 2#1014 POT)

Data GEANT4 GEANT3 FLUKA

Ni (5.4-cm-long) ð1:9470:05þ0:25
"0:24 Þ # 107 0.74#107 1.51#107 2.07#107

Pt (6.0-cm-long) ð4:1970:09þ0:47
"0:44 Þ # 107 1.52#107 2.38#107 3.24#107

Pt/Ni ratio 2:16þ0:38
"0:36

2.05 1.58 1.56

K. Shiomi et al. / Nuclear Instruments and Methods in Physics Research A 664 (2012) 264–271 269

Figure 3: The observed invariant mass distribution (left) and momen-
tum spectra at the exit of the beam line (right) of reconstructed KLs[8].

96

2.2. CsI calorimeter97

The CsI electromagnetic calorimeter is placed down-98

stream of the decay volume, as shown in Fig. 1, to mea-99

sure energies, timings and incident positions of photons.100

To improve granularity and get more shower shape in-101

formation of photons, 496 pieces of the E391a crystals102

with the dimension of 7 × 7 × 30 cm3 were replaced by103

2240 crystals with the dimension of 2.5 × 2.5 × 50 cm3
104

and 476 crystals with the dimension of 5 × 5 × 50 cm3.105

Those are undoped CsI crystals used at the Fermilab106

KTeV experiment.107

We first measured the energy, timing, and position108

resolutions of a small calorimeter consisting of 144 2.5109

KOTO



1. Flavour physics today

2. Flavour physics in 2030

3. How do we get there?





The unitarity triangle

Unitary matrix => 6 triangles in imaginary plane, one experimentally convenient
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How do we measure γ?

Interfering Vub and Vcb decays to the same final state



What scales does γ probe?

Here we expand �Ck = 4⇡
↵s
�C

(0)

k +O(1); note that in this way the artificially inserted factor

of 1/g2

s in the definition of Q̃k (25) is canceled. At LO it is not necessary to compute the

double insertions hQiQji since these are loop suppressed, and therefore we e↵ectively obtain

the matching condition for the Wilson coe�cients of the local operators (9)

�C

(0)

k (µb) = 2m2

b

p
2GF

16⇡2

�

�

�

�

VtbVtsVub

Vus

�

�

�

�

e

i�
C̃

(0)

k (µb) . (38)

Numerically, we find

|�C

1

| = (4.5± 0.2) · 10�9

, |�C

2

| = (4.3± 0.2) · 10�8 ; (39)

the errors reflect the uncertainty in the electroweak input parameters. This should be com-

pared to the unresummed result Eq. (22). Expanding the solution of the renormalization-group

equations around µ = MW and expressing GF in terms of the weak mixing angle we recover

exactly the logarithm in Eq. (21):

�C

1

= 0 , �C

2

= 2yb
↵

16⇡ sin2

✓w
(�4 log yb) . (40)

IV. CONCLUSIONS

The determination of the SM weak phase � from the B ! DK decays has a very small

irreducible theoretical error which is due to one-loop electroweak corrections. In this paper we

have estimated the resulting shift in �. Treating mb ⇠ MW or resumming logs of mb/MW gives

in both cases an estimated shift �� ⇠ 2 ·10�8, keeping only the local operator contributions at

the scale µ ⇠ mb. It is unlikely that the neglected non-local contributions, which come with

the same CKM suppression as the local contributions, would di↵er from the above estimate

by more than a factor of a few. We can thus safely conclude that the irreducible theoretical

error on the extraction of � from B ! DK is |��| . O(10�7).
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... and γ in the LHC era
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LHCb  and the B-factories combined

LHCb-CONF-2013-006



sin(2β), α

BELLE sin(2β) 5

as in our previous analyses [7, 12].
We determine the following likelihood for the i-th

event:

Pi = (1−fol)
∑

k

fk

∫

[Pk(∆t′)Rk(∆ti −∆t′)] d(∆t′)

+folPol(∆ti), (2)

where the index k labels each signal or background com-
ponent. The fraction fk depends on the r region and
is calculated on an event-by-event basis as a function
of ∆E and Mbc for the CP -odd modes and p∗B for the
CP -even mode. The term Pol(∆t) is a broad Gaussian
function that represents an outlier component fol, which
has a fractional normalization of order 0.5% [17]. The
only free parameters in the fits are Sf and Af , which
are determined by maximizing the likelihood function
L =

∏

i Pi(∆ti;Sf ,Af ). This likelihood is maximized
for each fCP mode individually, as well as for all modes
combined taking into account their CP -eigenstate val-
ues; the results are shown in Table II. Figure 2 shows the
∆t distributions and asymmetries for good tag quality
(r > 0.5) events. We define the background-subtracted
asymmetry in each ∆t bin by (N+ − N−)/(N+ + N−),
where N+(N−) is the signal yield with q = +1(−1).

TABLE II: CP violation parameters for each B0 → fCP mode
and from the simultaneous fit for all modes together. The first
and second errors are statistical and systematic uncertainties,
respectively.

Decay mode sin 2φ1 ≡ −ξfSf Af

J/ψK0
S +0.670± 0.029 ± 0.013 −0.015 ± 0.021+0.045

−0.023

ψ(2S)K0
S +0.738± 0.079 ± 0.036 +0.104 ± 0.055+0.047

−0.027

χc1K
0
S +0.640± 0.117 ± 0.040 −0.017 ± 0.083+0.046

−0.026

J/ψK0
L +0.642± 0.047 ± 0.021 +0.019 ± 0.026+0.017

−0.041

All modes +0.667± 0.023 ± 0.012 +0.006 ± 0.016 ± 0.012

Uncertainties originating from the vertex reconstruc-
tion algorithm are a significant part of the systematic
error for both sin 2φ1 and Af . These uncertainties are
reduced by almost a factor of two compared to the previ-
ous analysis [7] by using h for the vertex-reconstruction
goodness-of-fit parameter, as described above. In partic-
ular, the effect of the vertex quality cut is estimated by
changing the requirement to either h < 25 or h < 100; the
systematic error due to the IP constraint in the vertex re-
construction is estimated by varying the IP profile size in
the plane perpendicular to the z-axis; the effect of the cri-
terion for the selection of tracks used in the ftag vertex is
estimated by changing the requirement on the distance of
closest approach with respect to the reconstructed vertex
by±100 µm from the nominal maximum value of 500 µm.
Systematic errors due to imperfect SVD alignment are es-
timated from MC samples that have artificial misalign-
ment effects. Small biases in the ∆z measurement are
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FIG. 2: (color online) The background-subtracted ∆t distri-
bution (top) for q = +1 (red) and q = −1 (blue) events and
asymmetry (bottom) for good tag quality (r > 0.5) events
for all CP -odd modes combined (left) and the CP -even mode
(right).

TABLE III: Systematic errors in Sf and Af in each fCP mode
and for the sum of all modes.

J/ψK0
S ψ(2S)K0

S χc1K
0
S J/ψK0

L All
Vertexing Sf ±0.008 ±0.031 ±0.025 ±0.011 ±0.007

Af ±0.022 ±0.026 ±0.021 ±0.015 ±0.007
∆t Sf ±0.007 ±0.007 ±0.005 ±0.007 ±0.007
resolution Af ±0.004 ±0.003 ±0.004 ±0.003 ±0.001
Tag-side Sf ±0.002 ±0.002 ±0.002 ±0.001 ±0.001
interference Af

+0.038
−0.000

+0.038
−0.000

+0.038
−0.000

+0.000
−0.037 ±0.008

Flavor Sf ±0.003 ±0.003 ±0.004 ±0.003 ±0.004
tagging Af ±0.003 ±0.003 ±0.003 ±0.003 ±0.003

Possible Sf ±0.004 ±0.004 ±0.004 ±0.004 ±0.004
fit bias Af ±0.005 ±0.005 ±0.005 ±0.005 ±0.005

Signal Sf ±0.004 ±0.016 < 0.001 ±0.016 ±0.004
fraction Af ±0.002 ±0.006 < 0.001 ±0.006 ±0.002
Background Sf < 0.001 ±0.002 ±0.030 ±0.002 ±0.001
∆t PDFs Af < 0.001 < 0.001 ±0.014 < 0.001 < 0.001
Physics Sf ±0.001 ±0.001 ±0.001 ±0.001 ±0.001
parameters Af < 0.001 < 0.001 ±0.001 < 0.001 < 0.001
Total Sf ±0.013 ±0.036 ±0.040 ±0.021 ±0.012

Af
+0.045
−0.023

+0.047
−0.027

+0.046
−0.026

+0.017
−0.041 ±0.012

observed in e+e− → µ+µ− and other control samples: to
account for these, a special correction function is applied
and the variation with respect to the nominal results is
included as a systematic error. We also vary the |∆t|
range by ±30 ps to estimate the systematic uncertainty
due to the |∆t| fit range. The vertex resolution function
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VI. LIKELIHOOD FIT VALIDATION

We perform three tests to validate the fitting proce-
dure. The first of these tests consists of generating en-
sembles of simulated experiments from the probability
density function (PDF) and fitting each simulated exper-
iment. We determine that the fitted values of Sf and Cf

parameters are unbiased, and that the fit returns reason-
able estimates of the statistical uncertainties, by verifying
the distribution of the pull P on a parameter O, given by
P = (Ofit −Ogen)/σ(Ofit), is consistent with a Gaussian
centered about zero with a width of one. The quantity
Ofit is the fitted value, with a fitted error of σ(Ofit), and
Ogen is the generated value.

The second test involves fitting simulated signal events
that include the full BABAR detector simulation. For each
decay mode, we divide the signal MC sample to many
data-sized samples, fit them one by one, and then exam-
ine the distribution of the fitted results. We make sure
that the P distributions for these signal-only simulated
experiments are consistent with a Gaussian distribution
centered at zero with a width of one.

The third test is to perform null tests on control sam-
ples of neutral and charged B events where Sf and Cf

should be very small or zero. The parameters Sf and
Cf are consistent with zero for the charged B sample
of J/ψK±, ψ(2S)K±, χc1K±, and J/ψK∗± final states.
For the neutral Bflav sample, we find that the Sf and
Cf parameters slightly deviate from zero at approxi-
mately twice the statistical uncertainty (see Table II).
The deviation of Sf from zero is consistent with the
directly measured CP asymmetry S ∼ −2r sin(2β +
γ) cos(δ) ! 0.04 [15] in B0 → D(∗)±h∓ [16] due to in-
terference from doubly-CKM-suppressed decays, where
γ = arg[−(VudV ∗

ub)/(VcdV ∗
cb)], δ is the strong phase differ-

ence between CKM-favored and doubly-CKM-suppressed
amplitudes, and r ∼ 0.02 is the ratio of the two am-
plitudes. Considering this expected CP asymmetry in
the Bflav sample and systematic uncertainties (at ∼ 1%
level), we conclude that our analysis is free of pathologi-
cal behaviors.

VII. RESULTS

The fit to the BCP and Bflav samples yields −ηfSf =
0.687 ± 0.028 and Cf = 0.024 ± 0.020, where the errors
are statistical only. The correlation between these two
parameters is +0.1 %. We also performed the fit using
sin2β and |λf | as fitted parameters, and found sin2β =
0.687 ± 0.028 and |λf | = 0.977 ± 0.020. The correlation
between the fitted sin2β and |λf | parameters is −0.14 %.
Figure 2 shows the ∆t distributions and asymmetries in
yields between events with B0 and B0 tags for the ηf =
−1 and ηf = +1 samples as a function of ∆t, overlaid
with the projection of the likelihood fit result. Figure 3
shows the time-dependent asymmetry between unmixed
and mixed events for hadronic B candidates with mES >

Ev
en

ts 
/ (

 0
.4

 p
s )

200

400

Ev
en

ts 
/ (

 0
.4

 p
s )

200

400   tags0B 

  tags0 B
ηf =-1

(a)

Ra
w

 A
sy

m
m

et
ry

-0.4
-0.2

0
0.2
0.4

Ra
w

 A
sy

m
m

et
ry

-0.4
-0.2

0
0.2
0.4 (b)

Ev
en

ts 
/ (

 0
.4

 p
s )

100

200

300

Ev
en

ts 
/ (

 0
.4

 p
s )

100

200

300
  tags0B 

  tags0 B
ηf =+1

(c)

t (ps)Δ-5 0 5

Ra
w

 A
sy

m
m

et
ry

-0.4
-0.2

0
0.2
0.4

-5 0 5

Ra
w

 A
sy

m
m

et
ry

-0.4
-0.2

0
0.2
0.4 (d)

FIG. 2: a) Number of ηf = −1 candidates (J/ψK0
S, ψ(2S)K0

S ,
χc1K0

S , and ηcK0
S) in the signal region with a B0 tag (NB0)

and with a B0 tag (NB0), and b) the raw asymmetry,
(NB0 − NB0)/(NB0 + NB0), as functions of ∆t; c) and d)
are the corresponding distributions for the ηf = +1 mode
J/ψK0

L. The solid (dashed) curves in (a) and (c) represent
the fit projections in ∆t for B0 (B0) tags. The shaded regions
represent the estimated background contributions to (a) and
(c). The curves in (b) and (d) are the fit projections of the
raw asymmetry between B0 tagged and B0 tagged events.

5.27 GeV/c2. We also perform a fit in which we allow
different Sf and Cf values for each charmonium decay
mode, a fit to the J/ψK0

S
(π+π− +π0π0) mode, and a fit

to the J/ψK0 (K0
S

+ K0
L
) sample. The results for some

of these studies are shown in Figure 4. We split the
data sample by run period and by tagging category. We
perform the CP measurements on control samples with
no expected CP asymmetry. The results of these fits are
summarized in Table II.

The dominant systematic uncertainties on Sf are sum-
marized in Tables III and IV. The dilution due to flavor
tagging can be different between BCP and Bflav events.
We study this effect by comparing the results in large
samples of simulated BCP and Bflav events. The uncer-
tainties due to ∆t resolution functions for both signal
and background components are estimated by varying
the fixed parameters and by using alternative models. We
also vary the peaking background fractions based on esti-
mates derived from simulation, and vary the CP content
of the background over a wide range to estimate the effect
due to our limited knowledge of background properties.

BABAR sin(2β) 6

2mES ) (GeV/c
5.26 5.27 5.28 5.29

 2  )
Ev

en
ts

 / 
( 0

.0
01

 G
eV

/c

0

20

40

2
5.26 5.27 5.28 5.29

 )
Ev

en
ts

 / 
( 0

.0
01

 G
eV

/c

0

20

40 Data
0ρ+ρ
0f+ρ
 BkgsBB

qq

(a)

2
0.6 0.8 1

 2  )
Ev

en
ts

 / 
( 0

.0
2 

G
eV

/c

0

20

40

2
0.6 0.8

) (GeV/c--π π+m
1

 )
Ev

en
ts

 / 
( 0

.0
2 

G
eV

/c

0

20

40

(b)

FIG. 1: Projections of the fit (solid curve) onto the (a) mES

and (b) mπ+π− variables. A requirement on the likelihood ra-
tio that retains 38% of the signal, 0.1% of the continuum back-
ground, and 1.3% of the BB background has been applied.
The peak in the BB background at mπ+π− ≈ 0.78 GeV/c2 is
from B+

→ ρ+ω events with ω → π+π−.

yields divided by the reconstruction efficiencies and ini-
tial number of BB pairs NBB. From the simulations,
the ρ+ρ0 signal efficiencies including the π0 daughter
branching fraction [2] are εL=[9.12±0.02 (stat.)]% and
εT =[17.45±0.03 (stat.)]%. The corresponding result for
ρ+f0 is [14.20±0.08 (stat.)]%. We assume that the Υ (4S)
decays to each of B+B− and B0B0 50% of the time.

The principal systematic uncertainties associated with
the ML fit are listed in Table I. Uncertainties from the
fit biases are defined by the quadratic sum of half the
biases themselves (for fL, the full bias) and the statisti-
cal uncertainties of the biases. The uncertainties related
to the signal and non-peaking BB background PDF’s
are assessed by varying the PDF parameters within their
uncertainties. For the signal, the uncertainties of the
PDF parameters are determined from the B+ → D0π+

data control sample. Variations of the π0a+
1 , π+a0

1, ωρ+,
and η′ρ+ branching fractions within their measured un-
certainties, and of the assumed π+π−π+π0 and f0π+π0

branching fractions by ±100%, define the systematic un-
certainty associated with the peaking BB background.
The uncertainty associated with the SxF fraction is as-
sessed by varying the fixed SxF yield by ±10%. The other
principal sources of systematic uncertainty are the π0 re-
construction efficiency (3.0%), the track reconstruction
efficiency (1.1%), the π± identification efficiency (1.5%),
the uncertainty of NBB (1.1%), and the selection require-
ments on | cos θT | (1.0%). The individual terms are added
in quadrature to define the total systematic uncertainties.

We find B(B+ → ρ+ρ0) = (23.7 ± 1.4 ± 1.4) × 10−6,
fL = 0.950±0.015±0.006,ACP = −0.054±0.055±0.010,
and B(B+ → ρ+f0) × B(f0 → π+π−) = (1.21 ± 0.44 ±
0.40)× 10−6, where the first (second) uncertainty is sta-
tistical (systematic). The B(ρ+ρ0) result is larger than
in Ref. [5], primarily because of the improved method
used here to account for correlations in the backgrounds.
The significance of the B(ρ+f0) result without (with)
systematics is 3.2 (2.2) standard deviations. We find

TABLE I: Principal systematic uncertainties associated with
the ML fit (in events for the ρ+ρ0 and ρ+f0 yields).

ρ+ρ0 yield ρ+f0 yield fL ACP

Fit biases 35.5 15.3 0.005 0.001
Signal PDF’s 19.4 3.0 0.001 0.002

Non-peaking BB PDF’s 7.3 2.1 0.001 0.001
Peaking BB yields 16.3 21.1 0.003 0.001

SxF fraction 7.9 0.1 0.001 0.001

−0.15 < ACP < 0.04 and B(B+ → ρ+f0) × B(f0 →
π+π−) < 2.0×10−6, where these latter results correspond
to the 90% confidence level (CL) including systematics.

We perform an isospin analysis of B → ρρ decays by
minimizing a χ2 that includes the measured quantities
expressed as the lengths of the sides of the B and B
isospin triangles [4]. We use the B+ → ρ+ρ0 branching
fraction and fL results presented here, with the branch-
ing fractions, polarizations, and CP -violating parameters
in B0 → ρ+ρ− [15] and B0 → ρ0ρ0 [11] decays. We as-
sume the uncertainties to be Gaussian-distributed and
neglect potential isospin I = 1 and electroweak-loop am-
plitudes, which are expected to be small [3].

The CKM phase angle α and it correction ∆α are
found to be α = (92.4+6.0

−6.5)
◦ and −1.8◦ < ∆α < 6.7◦

at 68% CL, significant improvements [16] compared to
α = (82.6+32.6

−6.3 )◦ and |∆α| < 15.7◦ [11] obtained with
the same ρ+ρ− and ρ0ρ0 measurements, but the previ-
ous B+ → ρ+ρ0 results [5], or α = (91.7±14.9)◦ from the
Belle Collaboration [12]. The improvement is primarily
due to the increase in B(ρ+ρ0) compared to our previous
result. B(ρ+ρ0) determines the length of the common
base of the isospin triangles for the B and B decays.
The increase in the base length flattens both triangles,
making the four possible solutions [4] nearly degenerate.

In summary, we have improved the precision of the
measurements of the B+ → ρ+ρ0 decay branching and
longitudinal polarization fractions, leading to a signif-
icant improvement in the determination of the CKM
phase angle α based on the favored B → ρρ isospin
method. We set a 90% CL upper limit of 2.0×10−6 on the
branching fraction of B+ → ρ+f0(980) with f0 → π+π−.
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BABAR α

Unlike measurements of γ, all measurements of β or α have some “penguin pollution”. 
At present compatible with α+β+γ=π => “consistency check” key for the HL era!
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FIG. 4: (color online) Projections of the data and fit results
for the B0 → π−"+ν decays, in the signal-enhanced region:
(a,b) mES with −0.16 < ∆E < 0.20 GeV; and (c,d) ∆E with
mES > 5.268 GeV. The distributions (a,c) and (b,d) are pro-
jections for q2 < 16 GeV2 and for q2 > 16 GeV2, respectively.

of interest. The values of the scaling factors, obtained in
this work, are presented in Table XIV of the Appendix
for each decay channel. The full correlation matrices of
the fitted scaling factors are given in Tables XV-XXII of
the Appendix.
We refit the data on several different subsets obtained

by dividing the final data set based on time period,
electron or muon candidates, by modifying the q2, ∆E
or mES binnings, and by varying the event selections.
We obtain consistent results for all subsets. We have
also used MC simulation to verify that the nonresonant
decay contributions to the resonance yields are negligi-
ble. For example, we find that there are 30 nonresonant
π+π−π0"ν events out of a total yield of 1861±233 events
for the B+ → ω"+ν decay channel.
For illustrative purposes only, we show in Figs. 4,

5, and 6, ∆E and mES fit projections in the signal-
enhanced region for the B0 → π−"+ν, B+ → π0"+ν and
combined B0 → π−"+ν and B+ → π0"+ν decays, re-
spectively, in two ranges of q2 corresponding to the sum
of eight bins below and four bins above q2 = 16 GeV2,
respectively. More detailed ∆E and mES fit projections
in each q2 bin are shown in Figs. 13 and 14 of the Ap-
pendix for the combined B → π"+ν decays. The data
and the fit results are in good agreement. Fit projec-
tions for B+ → ω"+ν and B+ → η(′)"+ν decays, over
their q2 ranges of investigation, are shown in Fig. 7. Ta-
ble II gives the fitted yields in the full q2 range studied
for the signal and each background category as well as
the χ2 values and degrees of freedom for the overall fit
region. The yield values in the B+ → η"+ν column are
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FIG. 5: (color online) Projections of the data and fit results
for the B+ → π0"+ν decays, in the signal-enhanced region:
(a,b) mES with −0.16 < ∆E < 0.20 GeV; and (c,d) ∆E with
mES > 5.268 GeV. The distributions (a,c) and (b,d) are pro-
jections for q2 < 16 GeV2 and for q2 > 16 GeV2, respectively.

the result of the fit to the combined γγ and 3π modes.

V. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties on the values of the par-
tial branching fractions, ∆B(q2), and their correlations
among the q2 bins have been investigated. These uncer-
tainties are estimated from the variations of the resulting
partial BF values (or total BF values for B+ → η′"+ν de-
cays) when the data are reanalyzed by reweighting differ-
ent simulation parameters such as BFs and form factors.
For each parameter, we use the full MC dataset to pro-
duce new ∆E-mES distributions (“MC event samples”)
by reweighting the parameter randomly over a complete
Gaussian distribution whose standard deviation is given
by the uncertainty on the parameter under study. One
hundred such samples are produced for each parameter.
Each MC event sample is analyzed the same way as real
data to determine values of ∆B(q2) (or total BF values
for B+ → η′"+ν decays). The contribution of the param-
eter to the systematic uncertainty is given by the RMS
value of the distribution of these ∆B(q2) values over the
one hundred samples.
The systematic uncertainties due to the imperfect de-

scription of the detector in the simulation are computed
by using the uncertainties determined from control sam-
ples. These include the tracking efficiency of all charged
particle tracks, the particle identification efficiencies of
signal candidate tracks, the calorimeter efficiencies (var-
ied separately for photons and K0

L
), the energy deposited

BABAR Exclusive

number of charged kaons and K0
S mesons are considered in the multivariate analysis. We

set an event selection threshold criterion for the BDT-classifier that is optimized with re-
spect to both the systematic uncertainty from the background normalization fit and phase
space dependent theoretical uncertainties. We set a lower threshold on p∗B! of 1.0 GeV/c.

The backgrounds that remain after the BDT selection criteria are subtracted as de-
scribed below. The continuum and combinatorial backgrounds follow the NBB̄ determina-
tion procedure described earlier in this Letter. All remaining backgrounds arise when the
fully reconstructed B is correctly tagged, but the decay is either a charmed semileptonic B
decay, a secondary decay process that produced a high momentum lepton or is a misiden-
tified hadron. The shapes of the charmed semileptonic B decay contribution, described
in detail in Ref. [15], and the secondary contribution, are determined from MC simula-
tion. We estimate the overall normalization of these remaining backgrounds by fitting the
observed inclusive spectra to the sum of the MC simulated signal and background contri-
butions, after continuum and combinatorial background subtraction. There are three free
parameters in the fit, corresponding to the yields of: B → Xu!ν; B → Xc!ν; and secon-
daries and fakes. The fit is performed in two dimensional bins of MX versus q2 for 4684±85
input events, with a lepton momentum requirement of p∗B! > 1.0 GeV/c. The fit results in
a good agreement between data and MC, with a χ2 of 24 for 17 degrees of freedom (Fig-
ure 1). A total of 1032 ± 91 events remain after background subtration. We measure the
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FIG. 1: Projections of the MX − q2 fit in bins of MX (left) and q2 (right).

partial branching fractions, combining the spectra from B+ and B0 semileptonic decays
with the 1.0 GeV/c lepton momentum threshold. The expression for the partial branching
fraction is ∆B = (N∆

b→u/(2ε
∆
b→uNtag))(1 − δrad), where N∆

b→u and ε∆b→u are the signal yield
and signal efficiency for the region, ∆ (p∗B! ≥ 1.0 GeV/c), Ntag is the number of tagged
B events and δrad denotes QED corrections. The overall efficiency is 22.2%, determined
from the fully reconstructed signal MC, reweighted at the generator level in bins of p!, P+,
MX and q2 following the prescription in this Letter. The QED correction is 1.4% of the
branching fraction, obtained using Ref. [17]. The various contributions to the systematic
error on the partial branching fraction are described below.

To estimate the particle identification and reconstruction uncertainties, events with
electrons and muons are reweighted and kaons, pions and photons are randomly removed
according to their respective measured uncertainties.

5

BELLE Inclusive

– 12–

rules [76], mMS
b = 4.163±0.016 GeV, and provides a non-trivial

cross-check.

A fit in the 1S scheme [72] to the measured moments gives

|Vcb| = (41.96 ± 0.45 ± 0.07) × 10−3 (23)

m1S
b = 4.691 ± 0.037 GeV (24)

λ1(1S) = −0.362 ± 0.067 GeV2, (25)

where the last error on |Vcb| is due to the uncertainties in

the B meson lifetimes. This fit uses semileptonic and radiative

moments and constrains the chromomagnetic operator using the

mass difference between the pseudoscalar and vector mesons (for

both B abd D) and gives consistent results for |Vcb| and, after

translation to a common renormalization scheme, for mb and

µ2
π. However, the fit does not include the constraint on mc nor

the full NNLO corrections.

The precision of the global fit results can be further im-

proved by calculating higher order perturbative corrections to

the coefficients of the HQE parameters, in particular the still

missing αsµ2
G corrections, which are presently only known for

B → Xsγ [78]. The inclusion of still higher order moments

may improve the sensitivity of the fits to higher order terms in

the HQE.

Determination of |Vub|

Summary: The determination of |Vub| is the focus of sig-

nificant experimental and theoretical work. The determinations

based on inclusive semileptonic decays using different calcu-

lational ansätze are consistent. The largest parametric uncer-

tainty comes from the error on mb. The best determinations

of |Vub| from B → π%ν" decays come from combined fits to

theory and experimental data as a function of q2; the precision

is limited by the form factor normalization.

The values obtained from inclusive and exclusive determi-

nations are

|Vub| = (4.41 ± 0.15 + 0.15
− 0.17) × 10−3 (inclusive), (26)

|Vub| = (3.23 ± 0.31) × 10−3 (exclusive). (27)

December 18, 2013 12:01

Exclusive : needs lattice input for form factors
Inclusive : large backgrounds, HQE uncertainties
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Vub : B→τν

5

obtained assuming zero signal yield, respectively. The
likelihoods are obtained after convolving with a Gaus-
sian distribution that corresponds to the systematic er-
ror. We obtain a significance of 3.0σ including system-
atic uncertainties. The branching fraction is calculated
by B = Nsig/(2εNB+B−), where Nsig is the signal yield,
ε is the efficiency, and NB+B− is the number of B+B−

events. Equal production of neutral and charged B me-
son pairs in Υ(4S) decay is assumed. We obtain

B(B− → τ−ν̄τ ) = [0.72+0.27
−0.25(stat)± 0.11(syst)]× 10−4.

(2)
The result is summarized in Table I.
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FIG. 2: Distributions of EECL (top) and M2
miss (bottom)

combined for all the τ− decays. The M2
miss distribution is

shown for a signal region of EECL < 0.2 GeV. The solid
circles with error bars are data. The solid histograms show
the projections of the fits. The dashed and dotted histograms
show the signal and background components, respectively.

As a check, we fit the EECL and M2
miss distributions

while floating the yield for each of the four τ− decay
modes. The resulting yields, as well as the efficiencies and
the branching fractions, are listed in Table I. We include
the e−ν̄eντ , µ−ν̄µντ , and π−π0ντ cross-feeds in the π−ντ
candidate events in the e−ν̄eντ , µ−ν̄µντ , and π−π0ντ sig-
nal yields. The branching fractions are in good agreement
between different τ− decays. We also check the result af-
ter removing the K0

L veto, and obtain Nsig = 65+27
−25(stat)

and B(B− → τ−ν̄τ ) = [0.65+0.27
−0.25(stat)] × 10−4. These

checks are consistent with the nominal result. In addi-
tion, we perform one-dimensional fits to EECL and M2

miss

and divide the data sample into several subsets. All
results are in good agreement with the nominal result
within the statistical errors.

TABLE I: Results of the fit for B−
→ τ−ν̄τ yields (Nsig),

detection efficiencies (ε), and branching fractions (B). The
efficiencies include the branching fractions of the τ− decay
modes. The errors for Nsig and B are statistical only.

Sub-mode Nsig ε (10−4) B (10−4)
τ−

→ e−ν̄eντ 16+11
−9 3.0 0.68+0.49

−0.41

τ−
→ µ−ν̄µντ 26+15

−14 3.1 1.06+0.63
−0.58

τ−
→ π−ντ 8+10

−8 1.8 0.57+0.70
−0.59

τ−
→ π−π0ντ 14+19

−16 3.4 0.52+0.72
−0.62

Combined 62+23
−22 11.2 0.72+0.27

−0.25

Systematic errors for the measured branching fraction
are associated with the uncertainties in the signal yield,
the efficiencies, and the number of B+B− pairs. The sys-
tematic error from MC statistics of the PDF histograms
is evaluated by varying the content of each bin by its
statistical uncertainty. To estimate the systematic error
due to the possible signal EECL shape difference between
MC and data, the ratio of data to MC for the EECL his-
tograms of the B− → D∗0&−ν̄" sample is fitted with a
first-order polynomial and the signal EECL PDF is mod-
ified within the fitted errors. The uncertainties for the
branching fractions of the B decays that peak near zero
EECL are estimated by changing the branching fractions
in MC by their experimental errors [17] if available, or
by ±50% otherwise. The sizes of these backgrounds also
depend on the fractions of the events with correctly re-
constructed Btag, and related systematic uncertainties
are obtained by using the statistical errors for the frac-
tions in the MC simulation. To estimate the uncer-
tainty associated with the Btag efficiency for the signal,
B(B− → D∗0&−ν̄") obtained from the B− → D∗0&−ν̄"
sample is compared to the world average value [17]. The
results are consistent and the uncertainty of the measure-
ment is assigned as the systematic error. The systematic
errors in the signal-side efficiencies arise from the uncer-
tainty in tracking efficiency, particle identification effi-
ciency, π0 reconstruction efficiency, branching fractions
of τ− decays, and MC statistics. The systematic uncer-
tainty related to the K0

L veto efficiency is estimated from
the statistical uncertainties of the D0 → φK0

S control
sample and the fraction of events with K0

L candidates
in the B− → D∗0&−ν̄" sample. The total systematic er-
ror is calculated by summing the above uncertainties in
quadrature. The estimated systematic errors are sum-
marized in Table II.
The branching fraction measured here is lower than the

previous Belle result with a hadronic tagging method [6].
Using the first sample of 449×106BB̄ pairs, which corre-
sponds to the data set used in Ref. [6] after reprocessing,

BELLE HAD TAG
6
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FIG. 2: Eextra distribution in data (points with error bars)
with all selection requirements applied and fit results overlaid.
The hatched histogram is the background and the dashed
component is the best-fit signal excess distribution. Plot (a)
shows all τ decay modes fitted simultaneously. Lower plots
show the projection of the simultaneous fit result on the four
analyzed τ decay modes: (b) τ+ → e+νν̄ , (c) τ+ → µ+νν̄ ,
(d) τ+ → π+ν , (e) τ+ → ρ+ν .

while B is allowed to vary. The reconstruction efficiencies
εk, which include the τ branching fractions, are obtained
from MC-simulated signal events (see Table III). Since
the tag-B reconstruction efficiency is included in εk and
is estimated from the signal MC, we apply a correction
factor of Rdata/MC = 0.926± 0.010 to take into account

data/MC differences. This is derived from the ratio of
the peaking component of the mES distribution for the
hadronic tag-B in data and in MC simulated events.
The signal PDF is obtained from a high statistics sig-

nal sample of MC simulated data. We use a sample of
fully reconstructed events to correct the signal PDF for
data/MC disagreement In addition to the reconstructed
tag-B, a second B is reconstructed in the hadronic or the
semileptonic decay mode using tracks and neutral clus-
ters not assigned to the tag-B. In order to estimate the
correction to the signal PDF, we compare the distribu-
tion of Eextra in this double tagged event sample from
experimental data and MC simulations. The MC distri-
butions are normalized to the experimental data and the
comparison is shown in Fig. 3. We extract the correction
function by taking the ratio of the two distributions and
fitting it with a second order polynomial.

FIG. 3: Eextra distribution for double tagged events. The
“signal” B is reconstructed in hadronic decays (left plot) or
semileptonic decays (right plot). Points are data and boxes
are MC simulation.

We determine the PDF of the combinatorial back-
ground from the mES sideband. The normalization of
this component in the signal region is obtained by fit-
ting the mES distribution after the selection has been
applied. The shape of the peaking background is taken
from B+B− MC. The two background components are
added together into a single background PDF. We esti-
mate the branching fraction by minimizing − lnL, where
L = Π4

k=1Lk, and Lk is given in Eq. 3. The projections
of the fit results are shown in Fig. 2.
We observe an excess of events with respect to the ex-

pected background level and measure a branching frac-
tion of B(B+ → τ+ν) = (1.83+0.53

−0.49) × 10−4, where the
uncertainty is statistical. Table III summarizes the re-
sults from the fit. We evaluate the significance of the
observed signal, including only statistical uncertainty, as
S =

√

2 ln(Ls+b/Lb), where Ls+b and Lb denote the
obtained maximum likelihood values in the signal and
background, and the background only hypotheses, re-
spectively. We find S = 4.2σ.
Additive systematic uncertainties are due to the un-

certainties in the signal and background Eextra PDF

BABAR HAD TAG B!τν vs. sin(2β)

One of the more famous historical tensions, but now in pretty good agreement.
Belle II upgrade will improve precision by an order of magnitude however!
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Back to the apex

Continue to improve precision on all measurements to overconstrain the apex. 
Progress in theory/lattice calculations critical to exploit experimental data.

http://ckmfitter.in2p3.fr
Similar plots with Bayesian 
treatment available at www.utfit.org
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The Dimuon Trinity

B!μμ

Bs!J/ψhh

B!Xsμμ



We all love dimuons
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And we all love loop diagrams
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2.1 Flavour Changing Neutral Currents 7

searches allow us to access new particles produced virtually in loop processes. In indirect
searches, flavour observables play a key-role to explore New Physics at higher energy scales.

This chapter is devoted to the theoretical description of rare processes involving FCNCs,
with particular attention to the B0

d ! µ

+
µ

� and B0
s ! µ

+
µ

� decays. The search for such rare
decays ultimately aims at testing the Standard Model of particle interactions and eventually
uncovering New Physics beyond the Standard Model.

�.� Flavour Changing Neutral Currents
Flavour Changing Neutral Currents are absent at the tree level in the Standard Model.
Charged currents mediated by W± bosons can instead violate flavour, therefore one can
use a W boson in a loop to create an overall Flavour Changing Neutral process: FCNC pro-
cesses are thus possible at higher orders. The diagrams in 2 represent decay amplitudes at
the level of elementary particles (quarks, leptons, bosons).

(a)

Figure 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Feynman diagrams of the SM processes contributing to B0

s ! µ

+
µ

� decays, involving top quarks and W bosons: Z0-
penguin diagrams on the left and box diagram on the right. Self energy (gluonic) corrections and Higgs contributions
are here not considered.

To actually calculate a decay rate, one needs to account for the fact that quarks are con-
fined inside hadrons, bound by the exchange of soft gluons. The case of the B0

s(d) ! µ

+
µ

�

decay is the cleanest possible exclusive B-decay: due to the purely leptonic final state, all
non-perturbative effects can be confined to a single parameter, the B-meson decay constant,
defined via the axial-vector current matrix element [28]:

⌦
0|q̄g

µ

g5b|B̄q(p)
↵
= ip

µ

FBq , (11)

where p
µ

is the four-momentum of the initial B-meson and q represents the d or s quark.
Theoretical calculations of hadronic decay rates are based on effective Hamiltonians of

the type [29]:

Heff =
GFp

2 Â
i

Ci(µ)Qi(µ) , (12)

and the decay amplitude for a meson |Mi (e.g. K, D, B) into a final state |Fi (e.g. pp, µµ),
is given by

A(M ! F) = hF| Heff |Mi = GFp
2 Â

i
Ci(µ) hF| Qi(µ) |Mi . (13)

2.5 The B0
s(d) ! µ

+
µ

�
decay: beyond the SM 17

This will lead to an enhancement factor tan4
b in the branching fraction.

Figure 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Feynman diagrams contributing to B0

s ! µ

+
µ

� in the 2HDM-II model.

In the framework of MSSM models, new contributing diagrams are obtained by exchanging
loop particles with their SUSY partners5. The leading contribution at high tan b comes from
the self-energy corrections in diagrams where the Higgs propagators are attached to the
external quark legs, as shown in the left diagram in Fig. 5. Additional contributions are
given by diagrams involving quartic coupling with sparticles [28], as that in Fig. 5 (right).
Diagrams like those in Fig. 5 will give additional contributions to the SM Z0 penguin and

Figure 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Example of Feynman diagrams contributing to B0

s ! µ

+
µ

� in the MSSM model. The dominant diagram at high tan b

is shown on the left, where squarks and charginos c

± (combination of the W and charged H± superpartners) enter
the loop. An example of contributing diagram with quartic squark couplings is shown on the right, where the dashed
lines denote scalar quarks while the solid lines represent charginos, leptons and Z0.

box diagrams, as well as to the otherwise suppressed Higgs penguin. These diagrams can
lead to an enhancement in the decay branching fraction, with a tan6

b dependence [28].
However, it is worth noticing that the SUSY impact on the B0

s ! µ

+
µ

� decay can also
be “hidden”, leading to an MSSM branching fraction close to the SM expectation. In fact,

5 Moreover, R-parity is conserved; the R quantum number is defined as R = (�1)3B+L+2S, where B is the
baryonic number, L the leptonic number and S the spin.
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the loop. An example of contributing diagram with quartic squark couplings is shown on the right, where the dashed
lines denote scalar quarks while the solid lines represent charginos, leptons and Z0.

box diagrams, as well as to the otherwise suppressed Higgs penguin. These diagrams can
lead to an enhancement in the decay branching fraction, with a tan6

b dependence [28].
However, it is worth noticing that the SUSY impact on the B0

s ! µ

+
µ

� decay can also
be “hidden”, leading to an MSSM branching fraction close to the SM expectation. In fact,

5 Moreover, R-parity is conserved; the R quantum number is defined as R = (�1)3B+L+2S, where B is the
baryonic number, L the leptonic number and S the spin.
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Electroweak penguins

Study of flavour changing neutral current decays that have no
tree-level Feynman diagrams.

Hence proceed via loop and box diagrams, and New Physics can enter
through the loops.

Theoretical framework via an e↵ective Hamiltonian:

Wilson coe�cients (Ci ), describing short-distance interactions

Operators, (Oi ), describing long-distance interactions
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b → s Transitions
General description of Hamiltonian in operator product expansion:

b → s transitions are sensitive toO(′)
7 ,O(′)

9 ,O(′)
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B0 → K∗!+!− is the most prominent (large statistic and flavour specific) candidate
Studies in statistical limited Bs → φµ+µ−, Λb → Λµ+µ− started ...

Stephanie Hansmann-Menzemer 18

( ( 44

Electroweak penguins

Study of flavour changing neutral current decays that have no
tree-level Feynman diagrams.

Hence proceed via loop and box diagrams, and New Physics can enter
through the loops.

Theoretical framework via an e↵ective Hamiltonian:

Wilson coe�cients (Ci ), describing short-distance interactions

Operators, (Oi ), describing long-distance interactions

He↵ = �4GFp
2

VtbV
⇤
ts

10X

i=1

(CSM
i + �CNP

i )Oi

S. Wright (University of Cambridge) b ! (s, d)(µ+µ�, �) at LHCb 25/11/2013 3 / 22

b → s Transitions
General description of Hamiltonian in operator product expansion:

b → s transitions are sensitive toO(′)
7 ,O(′)

9 ,O(′)
10

B0 → K∗!+!− is the most prominent (large statistic and flavour specific) candidate
Studies in statistical limited Bs → φµ+µ−, Λb → Λµ+µ− started ...

Stephanie Hansmann-Menzemer 18

( ( 44

Electroweak penguins

Study of flavour changing neutral current decays that have no
tree-level Feynman diagrams.

Hence proceed via loop and box diagrams, and New Physics can enter
through the loops.

Theoretical framework via an e↵ective Hamiltonian:

Wilson coe�cients (Ci ), describing short-distance interactions

Operators, (Oi ), describing long-distance interactions

He↵ = �4GFp
2

VtbV
⇤
ts

10X

i=1

(CSM
i + �CNP

i )Oi

S. Wright (University of Cambridge) b ! (s, d)(µ+µ�, �) at LHCb 25/11/2013 3 / 22

b → s Transitions
General description of Hamiltonian in operator product expansion:

b → s transitions are sensitive toO(′)
7 ,O(′)

9 ,O(′)
10

B0 → K∗!+!− is the most prominent (large statistic and flavour specific) candidate
Studies in statistical limited Bs → φµ+µ−, Λb → Λµ+µ− started ...

Stephanie Hansmann-Menzemer 18

( (



Year
1985 1990 1995 2000 2005 2010 2015

BR
 U

L(
95

%
 C

L)
 o

r m
ea

su
re

m
en

t

-1010

-910

-810

-710

-610

-510

-410

-µ+µ → 0
sSM: B

-µ+µ → 0SM: B
Belle
L3
CDF
UA1
CLEO
ARGUS

ATLAS
CMS
LHCb
D0
BABAR

2011 2012 2013 2014

-910

-810

-710
EPS
2013

B→μμ, the ne plus ultra of dimuons

Quest for B0
(s) → µ+µ−

LHCb: Phys Rev Lett 110 (2013) 021801 (2.1 fb−1)
CMS: J. High Energy Phys 04 (2012) 033 (5.0 fb−1)
ATLAS: ATLAS-CONF-2013-076 (5.0 fb−1)
CDF: Phys. Rev. D 87, 072003 (2013) (9.7 fb−1)
D0: Phys. Rev. D87 07.2006 (2013) (10.4 fb−1)

CC: two central muons
CF: one forward muon

0

2

4

6

8

10 CC

 0.2×

 < 0.97Nν0.70 <  < 0.987Nν0.97 <  < 0.995Nν0.987 <  > 0.995Nν

-µ+µ→0
sB

 

)2 (MeV/cµµm

0

2

4

6

8

10

5322 5370 5418 5322 5370 5418 5322 5370 5418 5322 5370 5418

CF

 0.2×

 < 0.97Nν0.70 <  < 0.987Nν0.97 <  < 0.995Nν0.987 <  > 0.995Nν

Background

+Signal (SM)

 

2
C

an
di

da
te

s 
pe

r 2
4 

M
eV

/c

0

95% CL:
BR(Bs → µ+µ−) < 3.1× 10−8

) (GeV)µµM(
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8

Ev
en

ts
 / 

25
 M

eV

0
0.5

1
1.5

2
2.5

3
3.5

4 Signal region events
Control region events

 5× SM µµ → 0
sB

Background estimate
-1DØ, 10.4 fb

95% CL:
BR(Bs → µ+µ−) < 1.5× 10−8

95% CL:
BR(Bs → µ+µ−) < 1.5× 10−8

Stephanie Hansmann-Menzemer 24

40

µ+

µ-

39

2.1 Flavour Changing Neutral Currents 7

searches allow us to access new particles produced virtually in loop processes. In indirect
searches, flavour observables play a key-role to explore New Physics at higher energy scales.

This chapter is devoted to the theoretical description of rare processes involving FCNCs,
with particular attention to the B0

d ! µ

+
µ

� and B0
s ! µ

+
µ

� decays. The search for such rare
decays ultimately aims at testing the Standard Model of particle interactions and eventually
uncovering New Physics beyond the Standard Model.

�.� Flavour Changing Neutral Currents
Flavour Changing Neutral Currents are absent at the tree level in the Standard Model.
Charged currents mediated by W± bosons can instead violate flavour, therefore one can
use a W boson in a loop to create an overall Flavour Changing Neutral process: FCNC pro-
cesses are thus possible at higher orders. The diagrams in 2 represent decay amplitudes at
the level of elementary particles (quarks, leptons, bosons).

(a)

Figure 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Feynman diagrams of the SM processes contributing to B0

s ! µ

+
µ

� decays, involving top quarks and W bosons: Z0-
penguin diagrams on the left and box diagram on the right. Self energy (gluonic) corrections and Higgs contributions
are here not considered.

To actually calculate a decay rate, one needs to account for the fact that quarks are con-
fined inside hadrons, bound by the exchange of soft gluons. The case of the B0

s(d) ! µ

+
µ

�

decay is the cleanest possible exclusive B-decay: due to the purely leptonic final state, all
non-perturbative effects can be confined to a single parameter, the B-meson decay constant,
defined via the axial-vector current matrix element [28]:

⌦
0|q̄g

µ

g5b|B̄q(p)
↵
= ip

µ

FBq , (11)

where p
µ

is the four-momentum of the initial B-meson and q represents the d or s quark.
Theoretical calculations of hadronic decay rates are based on effective Hamiltonians of

the type [29]:

Heff =
GFp

2 Â
i

Ci(µ)Qi(µ) , (12)

and the decay amplitude for a meson |Mi (e.g. K, D, B) into a final state |Fi (e.g. pp, µµ),
is given by

A(M ! F) = hF| Heff |Mi = GFp
2 Â

i
Ci(µ) hF| Qi(µ) |Mi . (13)
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This will lead to an enhancement factor tan4
b in the branching fraction.
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Feynman diagrams contributing to B0

s ! µ

+
µ

� in the 2HDM-II model.

In the framework of MSSM models, new contributing diagrams are obtained by exchanging
loop particles with their SUSY partners5. The leading contribution at high tan b comes from
the self-energy corrections in diagrams where the Higgs propagators are attached to the
external quark legs, as shown in the left diagram in Fig. 5. Additional contributions are
given by diagrams involving quartic coupling with sparticles [28], as that in Fig. 5 (right).
Diagrams like those in Fig. 5 will give additional contributions to the SM Z0 penguin and

Figure 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Example of Feynman diagrams contributing to B0

s ! µ

+
µ

� in the MSSM model. The dominant diagram at high tan b

is shown on the left, where squarks and charginos c

± (combination of the W and charged H± superpartners) enter
the loop. An example of contributing diagram with quartic squark couplings is shown on the right, where the dashed
lines denote scalar quarks while the solid lines represent charginos, leptons and Z0.

box diagrams, as well as to the otherwise suppressed Higgs penguin. These diagrams can
lead to an enhancement in the decay branching fraction, with a tan6

b dependence [28].
However, it is worth noticing that the SUSY impact on the B0

s ! µ

+
µ

� decay can also
be “hidden”, leading to an MSSM branching fraction close to the SM expectation. In fact,

5 Moreover, R-parity is conserved; the R quantum number is defined as R = (�1)3B+L+2S, where B is the
baryonic number, L the leptonic number and S the spin.
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box diagrams, as well as to the otherwise suppressed Higgs penguin. These diagrams can
lead to an enhancement in the decay branching fraction, with a tan6
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However, it is worth noticing that the SUSY impact on the B0
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Precise SM predictions due to 
decay diagrams

muon identification [25], transverse momentum pT satisfy-
ing 0:25<pT < 40 GeV=c, and momentum p <
500 GeV=c. The two tracks are required to form a second-
ary vertex (SV), with !2 per degree of freedom less than 9,
displaced from any pp interaction vertex (primary vertex,
PV) by a flight distance significance greater than 15. The
smallest impact parameter !2 (!2

IP), defined as the differ-
ence between the !2 of a PV formed with and without the
track in question, is required to be larger than 25 with
respect to any PV for the muon candidates. Only B candi-
dates with pT > 0:5 GeV=c, decay time less than 9! "B0

s

[3], impact parameter significance IP=#ðIPÞ< 5 with
respect to the PV for which the B IP is minimal, and
dimuon invariant mass in the range ½4900; 6000% MeV=c2

are selected. The control and normalization channels are
selected with almost identical requirements to those
applied to the signal sample. The B0

ðsÞ ! hþh0' selection

is the same as that of B0
ðsÞ ! $þ$', except that muon

identification criteria are not applied. The Bþ ! J=cKþ

decay is reconstructed from a dimuon pair combined to
form the J=c ! $þ$' decay and selected in the same
way as the B0

ðsÞ ! $þ$' signal samples, except for the

requirements on the impact parameter significance and
mass. After a requirement of !2

IP > 25, kaon candidates
are combined with the J=c candidates. These selection
criteria are completed by a requirement on the response of
a multivariate operator, called MVS in Ref. [26] and
unchanged since then, applied to candidates in both signal
and normalization channels. After the trigger and selection
requirements are applied, 55 661 signal dimuon candidates
are found, which are used for the search.

The main discrimination between the signal and combi-
natorial background is brought by the BDT, which is
optimized using simulated samples of B0

s ! $þ$' events
for the signal and b !b ! $þ$'X events for the back-
ground. The BDT combines information from the follow-
ing input variables: the B candidate decay time, IP and pT ;
the minimum !2

IP of the two muons with respect to any PV;
the distance of closest approach between the two muons;
and the cosine of the angle between the muon momentum
in the dimuon rest frame and the vector perpendicular to
both the B candidate momentum and the beam axis.
Moreover, two different measures for the isolation of
signal candidates are also included: the number of good
two-track vertices a muon can makewith other tracks in the
event; and the B candidate isolation, introduced in
Ref. [27]. With respect to the multivariate operator used
in previous analyses [12,26], the minimum pT of the two
muons is no longer used while four new variables are
included to improve the separation power. The first two
are the absolute values of the differences between the
pseudorapidities of the two muon candidates and between
their azimuthal angles. The others are the angle of the
momentum of the B candidate in the laboratory frame,
and the angle of the positive muon from the B candidate

in the rest frame of the B candidate, both with respect to the
sum of the momenta of tracks, in the rest frame of the B
candidate, consistent with originating from the decay of a b
hadron produced in association to the signal candidate.
In total, 12 variables enter into the BDT.
The variables used in the BDT are chosen so that the

dependence on dimuon invariant mass is linear and small to
avoid biases. The BDT is constructed to be distributed
uniformly in the range [0,1] for signal, and to peak strongly
at zero for the background. The BDT response range is
divided into eight bins with boundaries 0.0, 0.25, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9, and 1.0.
The expected BDT distributions for the B0

ðsÞ ! $þ$'

signals are determined using B0
ðsÞ ! hþh0' decays. The

B0
ðsÞ ! hþh0' distributions are corrected for trigger and

muon identification distortions. An additional correction
for the B0

s ! $þ$' signal arises from the difference in
lifetime acceptance in BDT bins, evaluated assuming the
SM decay time distribution. The expected B0

s ! $þ$'

BDT distribution is shown in Fig. 1.
The invariant mass distribution of the signal decays is

described by a Crystal Ball function [28]. The peak values
(mB0

s
and mB0) and resolutions (#B0

s
and #B0) are obtained

from B0
s ! KþK' and B0 ! Kþ%', B0 ! %þ%'

decays, for the B0
s and B0 mesons. The resolutions are

also determined with a power-law interpolation between
the measured resolutions of charmonium and bottomonium
resonances decaying into two muons. The two methods are
in agreement and the combined results are #B0

s
¼ 23:2)

0:4 MeV=c2 and #B0 ¼ 22:8) 0:4 MeV=c2. The transi-
tion point of the radiative tail is obtained from simulated
B0
s ! $þ$' events [21] smeared to reproduce the mass

resolution measured in data.
The numbers of B0

s ! $þ$' and B0 ! $þ$' candi-
dates, NB0

ðsÞ!$þ$' , are converted into branching fractions

with

BDT
0 0.2 0.4 0.6 0.8 1

PD
F

-410

-310

-210

-110

1

Signal

Background

LHCb

FIG. 1 (color online). Expected distribution of the BDT output
for the B0

s ! $þ$' signal (black squares), obtained from
B0
ðsÞ ! hþh0' control channels, and the combinatorial back-

ground (blue circles).
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Figure 2: Left, scan of the ratio of the joint likelihood for B(B0
s ! µ+µ�) and B(B0 ! µ+µ�).

As insets, the likelihood ratio scan for each of the branching fractions when the other is pro-
filed together with other nuisance parameters; the significance at which the background-only
hypothesis is rejected is also shown. Right, observed and expected CLS for B0 ! µ+µ� as a
function of the assumed branching fraction.
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Figure 3: Plots illustrating the combination of all categories used in the categorized-BDT
method (left) and the 1D-BDT method (right). For these plots, the individual categories are
weighted with S/(S + B), where S (B) is the signal (background) determined at the B0

s peak
position. The overall normalization is set such that the fitted B0

s signal corresponds to the total
yield of the individual contributions. These distributions are for illustrative purposes only and
were not used in obtaining the final results.
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Figure 2: Invariant mass distribution of the selected B0
(s) !

µ+µ� candidates (black dots) with BDT > 0.7. The result
of the fit is overlaid (blue solid line) and the di↵erent
components detailed: B0

s

! µ+µ� (red long dashed line),
B0 ! µ+µ� (green medium dashed line), combinatorial
background (blue medium dashed line), B0

(s) ! h+h0�

(magenta dotted line), B0(+) ! ⇡0(+)µ+µ� (light blue dot-
dashed line), B0 ! ⇡�µ+⌫

µ

and B0
s

! K�µ+⌫
µ

(black
dot-dashed line).

with a significance of 4.0 standard deviations (�), while
the significance of the B0 ! µ+µ� signal is 2.0�.
These significances are determined from the change
in likelihood from fits with and without the signal
component. The median significance expected for a
SM B0

s ! µ+µ� signal is 5.0�.
The simultaneous unbinned maximum-likelihood fit

results in

B(B0

s ! µ+µ�)= (2.9+1.1
�1.0(stat)

+0.3
�0.1(syst))⇥ 10�9 ,

B(B0 ! µ+µ�)= (3.7+2.4
�2.1(stat)

+0.6
�0.4(syst))⇥ 10�10 .

The statistical uncertainty is derived by repeating
the fit after fixing all the fit parameters, except the
B0

s ! µ+µ� and B0 ! µ+µ� branching fractions
and the slope and normalisation of the combinatorial
background, to their expected values. The systematic
uncertainty is obtained by subtracting in quadrature
the statistical uncertainty from the total uncertainty
obtained from the likelihood with all nuisance param-
eters allowed to vary according to their uncertainties.
Additional systematic uncertainties reflect the impact
on the result of changes in the parametrisation of the
background by including the ⇤0

b ! pµ�⌫̄µ component
and by varying the mass shapes of backgrounds from
b-hadron decays, and are added in quadrature. The

correlation between the branching fractions parame-
ters of both decay modes is +3.3%. The values of the
B0

(s) ! µ+µ� branching fractions obtained from the fit
are in agreement with the SM expectations. The invari-
ant mass distribution of the B0

(s) ! µ+µ� candidates
with BDT > 0.7 is shown in Fig. 2.

As no significant excess of B0 ! µ+µ� events
is found, a modified frequentist approach, the CL

s

method [38] is used, to set an upper limit on the
branching fraction. The method provides CL

s+b

, a
measure of the compatibility of the observed distribu-
tion with the signal plus background hypothesis, CL

b

,
a measure of the compatibility with the background-
only hypothesis, and CL

s

= CL
s+b

/CL
b

. A search
region is defined around the B0 invariant mass as
mB0 ± 60MeV/c2. For each BDT bin the invariant
mass signal region is divided into nine bins with bound-
aries mB0 ± 18, 30, 36, 48, 60MeV/c2, leading to a total
of 72 search bins.
An exponential function is fitted, in each BDT bin,

to the invariant mass sidebands. Even though they
do not contribute to the signal search window, the
b-hadron backgrounds are added as components in the
fit to account for their e↵ect on the combinatorial back-
ground estimate. The uncertainty on the expected
number of combinatorial background events per bin
is determined by applying a Poissonian fluctuation to
the number of events observed in the sidebands and by
varying the exponential slopes according to their uncer-
tainties. In each bin, the expectations for B0

s ! µ+µ�

decays assuming the SM branching fraction and for
B0

(s) ! h+h0� background are accounted for. For each
branching fraction hypothesis, the expected number
of signal events is estimated from the normalisation
factor. Signal events are distributed in bins according
to the invariant mass and BDT calibrations.
In each bin, the expected numbers of signal and

background events are computed and compared to
the number of observed candidates using CL

s

. The
expected and observed upper limits for the B0 ! µ+µ�

Table 2: Expected limits for the background only (bkg)
and background plus SM signal (bkg+SM) hypotheses, and
observed limits on the B0 ! µ+µ� branching fraction.

90% CL 95% CL

Exp. bkg 3.5⇥ 10�10 4.4⇥ 10�10

Exp. bkg+SM 4.5⇥ 10�10 5.4⇥ 10�10

Observed 6.3⇥ 10�10 7.4⇥ 10�10
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Figure 1: Comparison of the latest CMS and LHCb results [11,12], the combined value, and the
SM prediction (vertical line) for (left) the time-integrated branching fraction B(B0

s ! µ

+
µ

�)
and (right) B(B0 ! µ

+
µ

�). The width of the vertical band represents the uncertainty in the
SM prediction. The error bars represent the combined statistical and systematic uncertainties.

]
9−

) [10−
µ+µ →s

0
BB(

0 2 4 6 8 10 12 14 16 18 20 22

 preliminary
CMS+LHCb

1−
CMS 25fb

1−
LHCb 3fb

   preliminary

1−
ATLAS 4.9fb

1−
CDF 10fb

1−
D0 10.4fb

SM

]
10−

) [10−
µ+µ →0

BB(

0 1 2 3 4 5 6 7

 preliminary
CMS+LHCb

1−
CMS 25fb

1−
LHCb 3fb

1−
CDF 10fb SM

Figure 2: Comparison of previous results [7–9], the latest CMS and LHCb results [11, 12], the
combined value, and the SM prediction (vertical line) for (left) the time-integrated branching
fraction B(B0

s ! µ

+
µ

�) and (right) B(B0 ! µ

+
µ

�). Upper limits at 95% CL are shown as bars
starting at zero, while other measurements are shown as data points with ±1� combined statis-
tical and systematic uncertainties. The width of the vertical band represents the uncertainty in
the SM prediction.

3

Combined LHCb + CMS Result

Observation:

BR(Bs → µ+µ−) = (2.9 ± 0.7) × 10−9

BR(B0 → µ+µ−) = 3.6+1.6
−1.4

× 10−10

LHCb-CONF-2013-012, CMS-PAS-BPH-13-007
Stephanie Hansmann-Menzemer 26

Studies of the flavour-changing neutral-current decays B0
s ! µ+µ� and B0 ! µ+µ�

are among the highest priorities in heavy flavour physics, due to their exceptional
sensitivity to sources of physics beyond the Standard Model (SM). The SM predic-
tions for their branching fractions are B(B0

s ! µ+µ�) = (3.56 ± 0.30) ⇥ 10�9 and
B(B0 ! µ+µ�) = (1.07 ± 0.10) ⇥ 10�10 [1].1 Numerous experiments have searched for
these decays, with the most recent limits reported in Refs. [4–9]. The first evidence for the
decay B0

s ! µ+µ� was reported by LHCb in Ref. [10], and recently new measurements
have become available from both the CMS [11] and LHCb [12] experiments. These new
results supersede previous publications from CMS and LHCb.

The CMS analysis is based on data collected from LHC pp collisions at centre-of-mass
energies of

p
s = 7 and 8TeV, corresponding to integrated luminosities of 5 and 20 fb�1,

respectively. The results of a maximum-likelihood fit to determine the branching fractions
are

B(B0
s ! µ+µ�) =

�
3.0 +1.0

�0.9

�
⇥ 10�9 , (1)

B(B0 ! µ+µ�) =
�
3.5 +2.1

�1.8

�
⇥ 10�10 ,

with signal significances of 4.3 and 2.0 standard deviations (�), respectively. The 95%
confidence level (CL) upper limit for the latter decay is B(B0 ! µ+µ�) < 1.1⇥ 10�9.

The LHCb analysis uses integrated luminosities of 1 and 2 fb�1 recorded at
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Angular analysis

One very famous variable:
AFB ∝ −Re[(2Ceff

7 + q2

m2
b

Ceff
9 )C10]
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Introduce 3 relative angles to describe angular distribution of final state particles.
Folding φ→ φ+ π if φ < 0 increase sensitivity for some coefficients.

New: alternative folding give access to form factor independent parameters
(arXiv:1106.3283, arXiv:1106.3283, arXiv:hep-ph/050206, arXiv:0807.2589, arXiv:1105.0376)

e.g. AFB = 3
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Example observables : forward backward asymmetry 
(sensitive to S6), K*0 longitudinal polarization...

B→Xsμμ, the gift that keeps on giving



So many observables, so little time
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Figure 4. Fraction of longitudinal polarisation of the K⇤0, FL, dimuon system forward-backward
asymmetry, AFB and the angular observables S3 and A9 from the B0 ! K⇤0µ+µ� decay as a
function of the dimuon invariant mass squared, q2. The lowest q2 bin has been corrected for the
threshold behaviour described in section 7.2. The experimental data points overlay the SM predic-
tion described in the text. A rate average of the SM prediction across each q2 bin is indicated by
the dark (purple) rectangular regions. No theory prediction is included for A9, which is vanishingly
small in the SM.

expected to be suppressed by the size of the strong phases and be close to zero in every q2

bin. A
FB

has also been cross-checked by performing a counting experiment in bins of q2.

A consistent result is obtained in every bin.

7.2 Angular distribution at large recoil

In the previous section, when fitting the angular distribution, it was assumed that the

muon mass was small compared to that of the dimuon system. Whilst this assumption is

valid for q2 > 2GeV2/c4, it breaks down in the 0.1 < q2 < 2.0GeV2/c4 bin. In this bin,

the angular terms receive an additional q2 dependence, proportional to

1� 4m2

µ/q
2

1 + 2m2

µ/q
2

or
(1� 4m2

µ/q
2)1/2

1 + 2m2

µ/q
2

, (7.1)

depending on the angular term Ij [1].

As q2 tends to zero, these threshold terms become small and reduce the sensitivity

to the angular observables. Neglecting these terms leads to a bias in the measurement
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fitting eq. 7.4 directly for A
S

and F
S

as uncorrelated variables. For the B0 ! K⇤0J/ 

control mode, the gain in statistical precision is approximately a factor of three.

Due to the limited number of signal candidates that are available in each of the q2

bins, the bins are merged in order to estimate the S-wave fraction. In the range 0.1 <

q2 < 19GeV2/c4, F
S

= 0.03 ± 0.03, which corresponds to an upper limit of F
S

< 0.04 at

68% confidence level (CL). The procedure has also been performed in the region 1 < q2 <

6GeV2/c4, where both F
L

and F
S

are expected to be enhanced. This gives F
S

= 0.04±0.04

and an upper limit of F
S

< 0.07 at 68% CL. In order to be conservative, F
S

= 0.07 is used

to estimate a systematic uncertainty on the di↵erential branching fraction and angular

analyses. The B0! K⇤0J/ data has been used to validate the method.

For the di↵erential branching fraction analysis, F
S

scales the observed branching frac-

tion by up to 7%. For the angular analysis, F
S

dilutes A
FB

, S
3

and A
9

. The impact on

F
L

however, is less easy to disentangle. To assess the possible size of a systematic bias,

pseudo-experiments have been carried out generating with, and fitting without, the S-wave

contribution in the likelihood fit. The typical bias on the angular observables due to the

S-wave is 0.01� 0.03.

8 Forward-backward asymmetry zero-crossing point

In the SM, A
FB

changes sign at a well defined value of q2, q2
0

, whose prediction is largely

free from form-factor uncertainties [3]. It is non-trivial to estimate q2
0

from the angular fits

to the data in the di↵erent q2 bins, due to the large size of the bins involved. Instead, A
FB

can be estimated by counting the number of forward-going (cos ✓` > 0) and backward-going

(cos ✓` < 0) candidates and q2
0

determined from the resulting distribution of A
FB

(q2).

The q2 distribution of the forward- and backward-going candidates, in the range 1.0 <

q2 < 7.8GeV2/c4, is shown in figure 6. To make a precise measurement of the zero-crossing

point a polynomial fit, P (q2), is made to the q2 distributions of these candidates. The

K+⇡�µ+µ� invariant mass is included in the fit to separate signal from background. If

P
F

(q2) describes the q2 dependence of the forward-going, and P
B

(q2) the backward-going

signal decays, then

A
FB

(q2) =
P
F

(q2)� P
B

(q2)

P
F

(q2) + P
B

(q2)
. (8.1)

The zero-crossing point of A
FB

is found by solving for the value of q2 at which A
FB

(q2)

is zero.

Using third-order polynomials to describe both the q2 dependence of the signal and

the background, the zero-crossing point is found to be

q2
0

= 4.9± 0.9GeV2/c4 .

The uncertainty on q2
0

is determined using a bootstrapping technique [45]. The zero-

crossing point is largely independent of the polynomial order and the q2 range that is

used. This value is consistent with SM predictions, which are typically in the range 3.9�
4.4GeV2/c4 [46–48] and have relative uncertainties below the 10% level, for example, q2

0

=

4.36+0.33
�0.31GeV2/c4 [47].
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Figure 2. Invariant mass distributions of K+⇡�µ+µ� candidates in the six q2 bins used in the
analysis. The candidates have been weighted to account for the detector acceptance (see text). Con-
tributions from exclusive (peaking) backgrounds are negligible after applying the vetoes described
in section 4.

the di↵erential branching fraction. The calculation of the bands is described in ref. [26].2

In the low q2 region, the calculations are based on QCD factorisation and soft collinear

e↵ective theory (SCET) [28], which profit from having a heavy B0 meson and an energetic

K⇤0 meson. In the soft-recoil, high q2 region, an operator product expansion in inverse

b-quark mass (1/mb) and 1/
p

q2 is used to estimate the long-distance contributions from

quark loops [29, 30]. No theory prediction is included in the region close to the narrow

cc resonances (the J/ and  (2S)) where the assumptions from QCD factorisation, SCET

2A consistent set of SM predictions, averaged over each q2 bin, have recently also been provided by the

authors of ref. [27].
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q2 (GeV2/c4) N
sig

dB/dq2 (10�7GeV�2c4)

0.10� 2.00 140± 13 0.60± 0.06± 0.05± 0.04+0.00
�0.05

2.00� 4.30 73± 11 0.30± 0.03± 0.03± 0.02+0.00
�0.02

4.30� 8.68 271± 19 0.49± 0.04± 0.04± 0.03+0.00
�0.04

10.09� 12.86 168± 15 0.43± 0.04± 0.04± 0.03+0.00
�0.03

14.18� 16.00 115± 12 0.56± 0.06± 0.04± 0.04+0.00
�0.05

16.00� 19.00 116± 13 0.41± 0.04± 0.04± 0.03+0.00
�0.03

1.00� 6.00 197± 17 0.34± 0.03± 0.04± 0.02+0.00
�0.03

Table 1. Signal yield (Nsig) and di↵erential branching fraction (dB/dq2) of the B0 ! K⇤0µ+µ�

decay in the six q2 bins used in this analysis. Results are also presented in the 1 < q2 < 6GeV2/c4

range where theoretical uncertainties are best controlled. The first and second uncertainties are
statistical and systematic. The third uncertainty comes from the uncertainty on the B0! K⇤0J/ 
and J/ ! µ+µ� branching fractions. The final uncertainty on dB/dq2 comes from an estimate of
the pollution from non-K⇤0 B0! K+⇡�µ+µ� decays in the 792 < m(K+⇡�) < 992MeV/c2 mass
window (see section 7.3.2).
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Figure 3. Di↵erential branching fraction of the B0! K⇤0µ+µ� decay as a function of the dimuon
invariant mass squared. The data are overlaid with a SM prediction (see text) for the decay (light-
blue band). A rate average of the SM prediction across each q2 bin is indicated by the dark (purple)
rectangular regions. No SM prediction is included in the region close to the narrow cc resonances.

and the operator product expansion break down. The treatment of this region is discussed

in ref. [31]. The form-factor calculations are taken from ref. [32]. A dimensional estimate

is made of the uncertainty on the decay amplitudes from QCD factorisation and SCET of

O(⇤
QCD

/mb) [33]. Contributions from light-quark resonances at large recoil (low q2) have

been neglected. A discussion of these contributions can be found in ref. [34]. The same

techniques are employed in calculations of the angular observables described in section 7.
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Figure 1. Distribution of µ+µ� versus K+⇡�µ+µ� invariant mass of selected B0 ! K⇤0µ+µ�

candidates. The vertical lines indicate a ±50MeV/c2 signal mass window around the nominal
B0 mass. The horizontal lines indicate the two veto regions that are used to remove J/ and
 (2S) ! µ+µ� decays. The B0 ! K⇤0µ+µ� signal is clearly visible outside of the J/ and
 (2S)! µ+µ� windows.

mance between the data and simulation. Sources of background that are not reduced to a

negligible level by the pre- and multivariate-selections are described below.

The decays B0 ! K⇤0J/ and B0 ! K⇤0 (2S), where J/ and  (2S) ! µ+µ�,

are removed by rejecting candidates with 2946 < m(µ+µ�) < 3176MeV/c2 and 3586 <

m(µ+µ�) < 3766MeV/c2. These vetoes are extended downwards by 150MeV/c2 in

m(µ+µ�) for B0 ! K⇤0µ+µ� candidates with masses 5150 < m(K+⇡�µ+µ�) <

5230MeV/c2 to account for the radiative tails of the J/ and  (2S) mesons. They are

also extended upwards by 25MeV/c2 for candidates with masses above the B0 mass to ac-

count for the small percentage of J/ or  (2S) decays that are misreconstructed at higher

masses. The J/ and  (2S) vetoes are shown in figure 1.

The decay B0! K⇤0J/ can also form a source of peaking background if the kaon or

pion is misidentified as a muon and swapped with one of the muons from the J/ decay.

This background is removed by rejecting candidates that have a K+µ� or ⇡�µ+ invariant

mass (where the kaon or pion is assigned the muon mass) in the range 3036 < m(µ+µ�) <

3156MeV/c2 if the kaon or pion can also be matched to hits in the muon stations. A similar

veto is applied for the decay B0! K⇤0 (2S).

The decay B0

s ! �µ+µ�, where �! K+K�, is removed by rejecting candidates if the

K+⇡� mass is consistent with originating from a �! K+K� decay and the pion is kaon-like

according to the RICH detectors. A similar veto is applied to remove ⇤0

b! ⇤⇤(1520)µ+µ�

(⇤⇤(1520)! pK�) decays.
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lations are taken from Ref. [53], and a dimensional estimate is made of the uncertainty from the
expansion corrections [27]. Other recent SM calculations [15, 17–19] give similar results, with
the largest variations found in the uncertainty estimates and the differential branching fraction
value. Between the J/y and y0 resonances, reliable theoretical predictions are not available.
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Figure 4: Results of the measurement of FL (left) and AFB (right) versus q2. The statistical
uncertainty is shown by inner error bars, while the outer error bars give the total uncertainty.
The vertical shaded regions correspond to the J/y and y0 resonances. The other shaded regions
show the SM prediction as a continuous distribution and after rate-averaging across the q2 bins
(hSMi) to allow direct comparison to the data points. Reliable theoretical predictions between
the J/y and y0 resonances (10.09 < q2 < 12.86 GeV2) are not available.

Using the efficiency corrected yields for the signal and normalization modes (B0 ! K⇤0µ+µ�

and B0 ! K⇤0J/y) and the world-average branching fraction for the normalization mode [41],
the branching fraction for B0 ! K⇤0µ+µ� is obtained as a function of q2, as shown in Fig. 5,
together with the SM predictions. The results for AFB, FL, and dB/dq2 are also reported in
Table 2.
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Figure 5: Results of the measurement of dB/dq2 versus q2. The statistical uncertainty is shown
by inner error bars, while the outer error bars give the total uncertainty. The vertical shaded
regions correspond to the J/y and y0 resonances. The other shaded regions show the SM pre-
diction as a continuous distribution and after rate-averaging across the q2 bins (hSMi) to allow
direct comparison to the data points. Reliable theoretical predictions between the J/y and y0

resonances (10.09 < q2 < 12.86 GeV2) are not available.

The angular observables can be theoretically predicted with good control of the relevant form-
factor uncertainties in the low dimuon invariant-mass region. It is therefore interesting to
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Figure 3: Forward-backward asymmetry A

FB

, including statistical and systematic uncertainties, com-
pared to theoretical predictions [13] calculated for the limits of small values of q

2 and large values of q

2

including theoretical uncertainties .

4 Conclusion

Using 4.9 fb�1 of integrated luminosity taken at
p

s = 7 TeV at the ATLAS experiment, B

0
d

! K

⇤0µ+µ�

events have been reconstructed and the angular distribution of their final state particles measured. The
forward backward asymmetry A

FB

and the K

⇤0 longitudinal polarisation F

L

have been measured as
function of the di-muon mass squared q

2. The results obtained on A

FB

and F

L

are mostly consistent with
theoretical predictions [13] and measurements performed by other experiments [3, 4, 5, 7]. The results
for F

L

in the low q

2 bins slightly deviate from Standard Model expectations.

q

2 range (GeV2) N

sig A

FB

F

L

2.00 < q

2 < 4.30 19 ± 8 0.22 ± 0.28 ± 0.14 0.26 ± 0.18 ± 0.06

4.30 < q

2 < 8.68 88 ± 17 0.24 ± 0.13 ± 0.01 0.37 ± 0.11 ± 0.02

10.09 < q

2 < 12.86 138 ± 31 0.09 ± 0.09 ± 0.03 0.50 ± 0.09 ± 0.04

14.18 < q

2 < 16.00 32 ± 14 0.48 ± 0.19 ± 0.05 0.28 ± 0.16 ± 0.03

16.00 < q

2 < 19.00 149 ± 24 0.16 ± 0.10 ± 0.03 0.35 ± 0.08 ± 0.02

1.00 < q

2 < 6.00 42 ± 11 0.07 ± 0.20 ± 0.07 0.18 ± 0.15 ± 0.03

Table 3: Summary of the fit results for the di↵erent bins of q

2. Number of signal events N

sig from the
mass fit and its statistical uncertainty, forward backward asymmetry A

FB

and longitudinal polarisation
F

L

for di↵erent bins in q

2 including statistical and systematic uncertainties.

7

5

TABLE II. Fit results for the four q2 bins. For AFB, the first uncertainty is statistical and the second uncertainty is systematic.
AFB values predicted by the SM [4, 7] are also shown with systematic uncertainties. For the signal yields, only statistical
uncertainties are shown. The uncertainties of α and β are due to the statistical uncertainties of the MC.

1st bin 2nd bin 3rd bin 4th bin

q2 range [GeV2/c2]
(B → Xse

+e−)
[0.2,4.3]

[4.3,7.3] [10.5,11.8]
[14.3, 25.0]

(B → Xsµ
+µ−) [4.3,8.1] [10.2,12.5]

AFB 0.34 ± 0.24± 0.02 0.04 ± 0.31± 0.05 0.28 ± 0.21± 0.01 0.28 ± 0.15± 0.01
AFB (theory) −0.11± 0.03 0.13 ± 0.03 0.32 ± 0.04 0.40 ± 0.04

Nee
sig 45.6± 10.9 30.0± 9.2 25.0± 7.0 39.2± 9.6

Nµµ
sig 43.4± 9.2 23.9 ± 10.4 30.7± 9.9 62.8 ± 10.4
αee 1.289 ± 0.004 1.139 ± 0.003 1.063 ± 0.003 1.121 ± 0.003
αµµ 2.082 ± 0.010 1.375 ± 0.003 1.033 ± 0.003 1.082 ± 0.003
β 1.000 1.019 ± 0.003 1.003 ± 0.000 1.000
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FIG. 1. Mbc distributions for (a) B → Xse+e− candi-
dates with cos θ > 0, (b) B → Xse

+e− candidates with
cos θ < 0, (c) B → Xsµ

+µ− candidates with cos θ > 0, and
(d) B → Xsµ

+µ− candidates with cos θ < 0. The thicker
dashed curve (red) shows the sum of the signal and the self
cross-feed components. The thinner dashed curve (green)
shows the combinatorial background component. The filled
histogram (gray) shows the peaking background component.
The sums of all components are shown by the solid curve
(blue).

change in AFB is taken as the systematic uncertainty
for the varied parameter. Systematic uncertainties for
AFB are summarized in Table III. In the 1st and 3rd
q2 bins, the dominant systematic uncertainty arises from
the translation of Araw

FB to AFB with α and β. Even if
a MC sample with a different set of Wilson coefficients
produces the same values of AFB, the Araw

FB values and
hence the α coefficient may differ. It gives rise to an un-
certainty of the offset in the linear fit. To estimate this
uncertainty, the relation between Araw

FB and AFB are pro-
jected onto the axis perpendicular to the fitted linear line
and fitted by a Gaussian function. To estimate system-
atic uncertainties from the peaking background, the yield

of each such background is varied by its uncertainty. For
the charmonium peaking background, the yield is var-
ied by ±100%, conservatively, because it is determined
from MC events. A possible peaking background from
B → Knπ$ν(n > 0), where one pion is misidentified as a
lepton and the missing neutrino is compensated by a pion
of the other B decay, is examined. The number of events
in the whole q2 region is estimated fromMC to be 0.2±0.6
(1.1±0.7) for electron (muon) channel, and the resulting
systematic error is O(0.001). To estimate the systematic
uncertainties from signal modeling, the related param-
eters are varied. The fraction of B → K(∗)$+$− and
non-resonant B → Xs$+$− are varied within experimen-
tal uncertainties. The Fermi motion parameter is varied
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FIG. 2. Measured AFB as a function of q2. The curve
(black) with the band (red) and dashed boxes (black) rep-
resent the SM prediction while filled circles with error bars
show the fit results. The J/ψ and ψ(2S) veto regions are
shown as teal hatched regions. For the electron channel, the
pink shaded regions are added to the veto regions due to the
large bremsstrahlung effect. The uncertainty on the SM pre-
diction is estimated by varying the b-quark mass (4.80± 0.15
GeV/c2), the s-quark mass (0.20 ± 0.10 GeV/c2), and the
renormalization scale (µ = 2.5 and 5 GeV) [4, 7]. The lower
edge of the uncertainty is set to zero in the uncomputable
region.
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We also love tensions

New observables in B0 ! K ⇤0µ+µ� (arXiv:1308.1707)

The large theoretical uncertainties on these observables are, in part,
due to large contributions the hadronic form factors.

Combinations of FL and Si can have reduced form factor
uncertainties.

At large recoil (low q2), the combination P 0
i=4,5,6,8 =

Si=4,5,7,8p
FL(1�FL)

is

largely free of these uncertainties (arXiv:1303.5794).

These observables are sensitive to New Physics in the Wilson
coe�cients C7,C9 and C10:

C7

C9 = vector
component
C10 = axial-vector
component

S. Wright (University of Cambridge) b ! (s, d)(µ+µ�, �) at LHCb 25/11/2013 7 / 22
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terms AðiÞ
S of the S wave with the K#0 transversity ampli-

tudes as defined in Ref. [27]. In Ref. [8], FS was measured
to be less than 0.07 at 68% confidence level. The maximum

value that the quantities AðiÞ
S can assume is a function of FS

and FL [12]. The S-wave contribution is neglected in the fit
to data, but its effect is evaluated and assigned as a system-
atic uncertainty using pseudoexperiments. A large number
of pseudoexperiments with FS ¼ 0:07 and with the inter-
ference terms set to their maximum allowed values are
generated. All other parameters, including the angular
observables, are set to their measured values in the data.
The pseudoexperiments are fitted ignoring S-wave and
interference contributions. The corresponding bias in the
measurement of the angular observables is assigned as a
systematic uncertainty.

The results of the angular fits to the data are presented in
Table I. The statistical uncertainties are determined using
the Feldman-Cousins method [28]. The systematic uncer-
tainty takes into account the limited knowledge of the
angular acceptance, uncertainties in the signal and back-
ground invariant mass models, the angular model for the
background, and the impact of a possible S-wave ampli-
tude. A more detailed discussion of the systematic uncer-
tainties can be found in Ref. [25]. Effects due to B0= !B0

production asymmetry have been considered and found
negligibly small. The comparison between the measure-
ments and the theoretical predictions from Ref. [10] are
shown in Fig. 1 for the observables P0

4 and P
0
5. The observ-

ables P0
6 and P

0
8 (as well as S7 and S8) are suppressed by the

small size of the strong phase difference between the decay
amplitudes, and therefore are expected to be close
to 0 across the whole q2 region.

In general, the measurements agree with SM expecta-
tions [12], apart from a sizeable discrepancy in the interval
4:30< q2 < 8:68 GeV2=c4 for the observable P0

5. The
p-value, calculated using pseudoexperiments, with respect
to the upper bound of the theoretical predictions given in
Ref. [12], for the observed deviation is 0.02%, correspond-
ing to 3.7 Gaussian standard deviations (!). If we consider
the 24 measurements as independent, the probability that at
least one varies from the expected value by 3:7! or more is
approximately 0.5%. A discrepancy of 2:5! is observed
integrating over the region 1:0< q2 < 6:0 GeV2=c4 (see
Table I), which is considered the most robust region for
theoretical predictions at large recoil. The discrepancy is
also observed in the observable S5. The value of S5 quan-
tifies the asymmetry between decays with a positive and
negative value of cos"K for j#j< $=2, averaged with the
opposite asymmetry of events with j#j> $=2 [2]. As a
cross check, this asymmetry was also determined from a
counting analysis. The result is consistent with the value
for S5 determined from the fit. It is worth noting that the
predictions for the first two q2 bins and for the region 1:0<
q2 < 6:0 GeV2=c4 are also calculated in Ref. [29], where
power corrections to the QCD factorization framework and

resonance contributions are considered. However, there is
not yet consensus in the literature about the best approach
to treat these power corrections. The technique used in
Ref. [25] leads to a larger theoretical uncertainty with
respect to Ref. [10].
In conclusion, we measure for the first time the angular

observables S4, S5, S7, S8, and the corresponding form-
factor-independent observables P0

4, P
0
5, P

0
6, and P0

8 in the
decay B0 ! K#0%þ%&. These measurements have been
performed in six q2 bins for each of the four observables.
Agreement with SM predictions [10] is observed for 23 of
the 24 measurements, while a local discrepancy of 3:7! is
observed in the interval 4:30< q2 < 8:68 GeV2=c4 for the
observable P0

5. Integrating over the region 1:0< q2 <
6:0 GeV2=c4, the observed discrepancy in P0

5 is 2:5!.
The observed discrepancy in the angular observable
P0
5 could be caused by a smaller value of the Wilson

coefficient C9 with respect to the SM, as has been sug-
gested to explain some other small inconsistencies between
the B0 ! K#0%þ%& data [6] and SM predictions [30].
Measurements with more data and further theoretical stud-
ies will be important to draw more definitive conclusions
about this discrepancy.
We express our gratitude to our colleagues in the

CERN accelerator departments for the excellent perform-
ance of the LHC. We thank the technical and adminis-
trative staff at the LHCb institutes. We acknowledge
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FIG. 1 (color online). Measured values of P0
4 and P0

5
(black points) compared with SM predictions from Ref. [10]
[gray (blue) bands]. The error bars indicate in each case the
68.3% confidence level.
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terms AðiÞ
S of the S wave with the K#0 transversity ampli-

tudes as defined in Ref. [27]. In Ref. [8], FS was measured
to be less than 0.07 at 68% confidence level. The maximum

value that the quantities AðiÞ
S can assume is a function of FS

and FL [12]. The S-wave contribution is neglected in the fit
to data, but its effect is evaluated and assigned as a system-
atic uncertainty using pseudoexperiments. A large number
of pseudoexperiments with FS ¼ 0:07 and with the inter-
ference terms set to their maximum allowed values are
generated. All other parameters, including the angular
observables, are set to their measured values in the data.
The pseudoexperiments are fitted ignoring S-wave and
interference contributions. The corresponding bias in the
measurement of the angular observables is assigned as a
systematic uncertainty.

The results of the angular fits to the data are presented in
Table I. The statistical uncertainties are determined using
the Feldman-Cousins method [28]. The systematic uncer-
tainty takes into account the limited knowledge of the
angular acceptance, uncertainties in the signal and back-
ground invariant mass models, the angular model for the
background, and the impact of a possible S-wave ampli-
tude. A more detailed discussion of the systematic uncer-
tainties can be found in Ref. [25]. Effects due to B0= !B0

production asymmetry have been considered and found
negligibly small. The comparison between the measure-
ments and the theoretical predictions from Ref. [10] are
shown in Fig. 1 for the observables P0

4 and P
0
5. The observ-

ables P0
6 and P

0
8 (as well as S7 and S8) are suppressed by the

small size of the strong phase difference between the decay
amplitudes, and therefore are expected to be close
to 0 across the whole q2 region.

In general, the measurements agree with SM expecta-
tions [12], apart from a sizeable discrepancy in the interval
4:30< q2 < 8:68 GeV2=c4 for the observable P0

5. The
p-value, calculated using pseudoexperiments, with respect
to the upper bound of the theoretical predictions given in
Ref. [12], for the observed deviation is 0.02%, correspond-
ing to 3.7 Gaussian standard deviations (!). If we consider
the 24 measurements as independent, the probability that at
least one varies from the expected value by 3:7! or more is
approximately 0.5%. A discrepancy of 2:5! is observed
integrating over the region 1:0< q2 < 6:0 GeV2=c4 (see
Table I), which is considered the most robust region for
theoretical predictions at large recoil. The discrepancy is
also observed in the observable S5. The value of S5 quan-
tifies the asymmetry between decays with a positive and
negative value of cos"K for j#j< $=2, averaged with the
opposite asymmetry of events with j#j> $=2 [2]. As a
cross check, this asymmetry was also determined from a
counting analysis. The result is consistent with the value
for S5 determined from the fit. It is worth noting that the
predictions for the first two q2 bins and for the region 1:0<
q2 < 6:0 GeV2=c4 are also calculated in Ref. [29], where
power corrections to the QCD factorization framework and

resonance contributions are considered. However, there is
not yet consensus in the literature about the best approach
to treat these power corrections. The technique used in
Ref. [25] leads to a larger theoretical uncertainty with
respect to Ref. [10].
In conclusion, we measure for the first time the angular

observables S4, S5, S7, S8, and the corresponding form-
factor-independent observables P0

4, P
0
5, P

0
6, and P0

8 in the
decay B0 ! K#0%þ%&. These measurements have been
performed in six q2 bins for each of the four observables.
Agreement with SM predictions [10] is observed for 23 of
the 24 measurements, while a local discrepancy of 3:7! is
observed in the interval 4:30< q2 < 8:68 GeV2=c4 for the
observable P0

5. Integrating over the region 1:0< q2 <
6:0 GeV2=c4, the observed discrepancy in P0

5 is 2:5!.
The observed discrepancy in the angular observable
P0
5 could be caused by a smaller value of the Wilson

coefficient C9 with respect to the SM, as has been sug-
gested to explain some other small inconsistencies between
the B0 ! K#0%þ%& data [6] and SM predictions [30].
Measurements with more data and further theoretical stud-
ies will be important to draw more definitive conclusions
about this discrepancy.
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CERN accelerator departments for the excellent perform-
ance of the LHC. We thank the technical and adminis-
trative staff at the LHCb institutes. We acknowledge
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(black points) compared with SM predictions from Ref. [10]
[gray (blue) bands]. The error bars indicate in each case the
68.3% confidence level.

PRL 111, 191801 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

8 NOVEMBER 2013

191801-4

‣ auld et al, arXiv:1308.1959; Buras and Girrbach, 
arXiv:1309.2466)

‣

JHEP 08 (2013) 131

PRL 111 (2013) 191801

New observables in B0 ! K ⇤0µ+µ� (arXiv:1308.1707)
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terms AðiÞ
S of the S wave with the K#0 transversity ampli-

tudes as defined in Ref. [27]. In Ref. [8], FS was measured
to be less than 0.07 at 68% confidence level. The maximum

value that the quantities AðiÞ
S can assume is a function of FS

and FL [12]. The S-wave contribution is neglected in the fit
to data, but its effect is evaluated and assigned as a system-
atic uncertainty using pseudoexperiments. A large number
of pseudoexperiments with FS ¼ 0:07 and with the inter-
ference terms set to their maximum allowed values are
generated. All other parameters, including the angular
observables, are set to their measured values in the data.
The pseudoexperiments are fitted ignoring S-wave and
interference contributions. The corresponding bias in the
measurement of the angular observables is assigned as a
systematic uncertainty.

The results of the angular fits to the data are presented in
Table I. The statistical uncertainties are determined using
the Feldman-Cousins method [28]. The systematic uncer-
tainty takes into account the limited knowledge of the
angular acceptance, uncertainties in the signal and back-
ground invariant mass models, the angular model for the
background, and the impact of a possible S-wave ampli-
tude. A more detailed discussion of the systematic uncer-
tainties can be found in Ref. [25]. Effects due to B0= !B0

production asymmetry have been considered and found
negligibly small. The comparison between the measure-
ments and the theoretical predictions from Ref. [10] are
shown in Fig. 1 for the observables P0

4 and P
0
5. The observ-

ables P0
6 and P

0
8 (as well as S7 and S8) are suppressed by the

small size of the strong phase difference between the decay
amplitudes, and therefore are expected to be close
to 0 across the whole q2 region.

In general, the measurements agree with SM expecta-
tions [12], apart from a sizeable discrepancy in the interval
4:30< q2 < 8:68 GeV2=c4 for the observable P0

5. The
p-value, calculated using pseudoexperiments, with respect
to the upper bound of the theoretical predictions given in
Ref. [12], for the observed deviation is 0.02%, correspond-
ing to 3.7 Gaussian standard deviations (!). If we consider
the 24 measurements as independent, the probability that at
least one varies from the expected value by 3:7! or more is
approximately 0.5%. A discrepancy of 2:5! is observed
integrating over the region 1:0< q2 < 6:0 GeV2=c4 (see
Table I), which is considered the most robust region for
theoretical predictions at large recoil. The discrepancy is
also observed in the observable S5. The value of S5 quan-
tifies the asymmetry between decays with a positive and
negative value of cos"K for j#j< $=2, averaged with the
opposite asymmetry of events with j#j> $=2 [2]. As a
cross check, this asymmetry was also determined from a
counting analysis. The result is consistent with the value
for S5 determined from the fit. It is worth noting that the
predictions for the first two q2 bins and for the region 1:0<
q2 < 6:0 GeV2=c4 are also calculated in Ref. [29], where
power corrections to the QCD factorization framework and

resonance contributions are considered. However, there is
not yet consensus in the literature about the best approach
to treat these power corrections. The technique used in
Ref. [25] leads to a larger theoretical uncertainty with
respect to Ref. [10].
In conclusion, we measure for the first time the angular

observables S4, S5, S7, S8, and the corresponding form-
factor-independent observables P0

4, P
0
5, P

0
6, and P0

8 in the
decay B0 ! K#0%þ%&. These measurements have been
performed in six q2 bins for each of the four observables.
Agreement with SM predictions [10] is observed for 23 of
the 24 measurements, while a local discrepancy of 3:7! is
observed in the interval 4:30< q2 < 8:68 GeV2=c4 for the
observable P0

5. Integrating over the region 1:0< q2 <
6:0 GeV2=c4, the observed discrepancy in P0

5 is 2:5!.
The observed discrepancy in the angular observable
P0
5 could be caused by a smaller value of the Wilson

coefficient C9 with respect to the SM, as has been sug-
gested to explain some other small inconsistencies between
the B0 ! K#0%þ%& data [6] and SM predictions [30].
Measurements with more data and further theoretical stud-
ies will be important to draw more definitive conclusions
about this discrepancy.
We express our gratitude to our colleagues in the

CERN accelerator departments for the excellent perform-
ance of the LHC. We thank the technical and adminis-
trative staff at the LHCb institutes. We acknowledge
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FIG. 1 (color online). Measured values of P0
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(black points) compared with SM predictions from Ref. [10]
[gray (blue) bands]. The error bars indicate in each case the
68.3% confidence level.
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terms AðiÞ
S of the S wave with the K#0 transversity ampli-

tudes as defined in Ref. [27]. In Ref. [8], FS was measured
to be less than 0.07 at 68% confidence level. The maximum

value that the quantities AðiÞ
S can assume is a function of FS

and FL [12]. The S-wave contribution is neglected in the fit
to data, but its effect is evaluated and assigned as a system-
atic uncertainty using pseudoexperiments. A large number
of pseudoexperiments with FS ¼ 0:07 and with the inter-
ference terms set to their maximum allowed values are
generated. All other parameters, including the angular
observables, are set to their measured values in the data.
The pseudoexperiments are fitted ignoring S-wave and
interference contributions. The corresponding bias in the
measurement of the angular observables is assigned as a
systematic uncertainty.

The results of the angular fits to the data are presented in
Table I. The statistical uncertainties are determined using
the Feldman-Cousins method [28]. The systematic uncer-
tainty takes into account the limited knowledge of the
angular acceptance, uncertainties in the signal and back-
ground invariant mass models, the angular model for the
background, and the impact of a possible S-wave ampli-
tude. A more detailed discussion of the systematic uncer-
tainties can be found in Ref. [25]. Effects due to B0= !B0

production asymmetry have been considered and found
negligibly small. The comparison between the measure-
ments and the theoretical predictions from Ref. [10] are
shown in Fig. 1 for the observables P0

4 and P
0
5. The observ-

ables P0
6 and P

0
8 (as well as S7 and S8) are suppressed by the

small size of the strong phase difference between the decay
amplitudes, and therefore are expected to be close
to 0 across the whole q2 region.

In general, the measurements agree with SM expecta-
tions [12], apart from a sizeable discrepancy in the interval
4:30< q2 < 8:68 GeV2=c4 for the observable P0

5. The
p-value, calculated using pseudoexperiments, with respect
to the upper bound of the theoretical predictions given in
Ref. [12], for the observed deviation is 0.02%, correspond-
ing to 3.7 Gaussian standard deviations (!). If we consider
the 24 measurements as independent, the probability that at
least one varies from the expected value by 3:7! or more is
approximately 0.5%. A discrepancy of 2:5! is observed
integrating over the region 1:0< q2 < 6:0 GeV2=c4 (see
Table I), which is considered the most robust region for
theoretical predictions at large recoil. The discrepancy is
also observed in the observable S5. The value of S5 quan-
tifies the asymmetry between decays with a positive and
negative value of cos"K for j#j< $=2, averaged with the
opposite asymmetry of events with j#j> $=2 [2]. As a
cross check, this asymmetry was also determined from a
counting analysis. The result is consistent with the value
for S5 determined from the fit. It is worth noting that the
predictions for the first two q2 bins and for the region 1:0<
q2 < 6:0 GeV2=c4 are also calculated in Ref. [29], where
power corrections to the QCD factorization framework and

resonance contributions are considered. However, there is
not yet consensus in the literature about the best approach
to treat these power corrections. The technique used in
Ref. [25] leads to a larger theoretical uncertainty with
respect to Ref. [10].
In conclusion, we measure for the first time the angular

observables S4, S5, S7, S8, and the corresponding form-
factor-independent observables P0

4, P
0
5, P

0
6, and P0

8 in the
decay B0 ! K#0%þ%&. These measurements have been
performed in six q2 bins for each of the four observables.
Agreement with SM predictions [10] is observed for 23 of
the 24 measurements, while a local discrepancy of 3:7! is
observed in the interval 4:30< q2 < 8:68 GeV2=c4 for the
observable P0

5. Integrating over the region 1:0< q2 <
6:0 GeV2=c4, the observed discrepancy in P0

5 is 2:5!.
The observed discrepancy in the angular observable
P0
5 could be caused by a smaller value of the Wilson

coefficient C9 with respect to the SM, as has been sug-
gested to explain some other small inconsistencies between
the B0 ! K#0%þ%& data [6] and SM predictions [30].
Measurements with more data and further theoretical stud-
ies will be important to draw more definitive conclusions
about this discrepancy.
We express our gratitude to our colleagues in the

CERN accelerator departments for the excellent perform-
ance of the LHC. We thank the technical and adminis-
trative staff at the LHCb institutes. We acknowledge
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(black points) compared with SM predictions from Ref. [10]
[gray (blue) bands]. The error bars indicate in each case the
68.3% confidence level.
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due to large contributions the hadronic form factors.

Combinations of FL and Si can have reduced form factor
uncertainties.

At large recoil (low q2), the combination P 0
i=4,5,6,8 =

Si=4,5,7,8p
FL(1�FL)

is

largely free of these uncertainties (arXiv:1303.5794).
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terms AðiÞ
S of the S wave with the K#0 transversity ampli-

tudes as defined in Ref. [27]. In Ref. [8], FS was measured
to be less than 0.07 at 68% confidence level. The maximum

value that the quantities AðiÞ
S can assume is a function of FS

and FL [12]. The S-wave contribution is neglected in the fit
to data, but its effect is evaluated and assigned as a system-
atic uncertainty using pseudoexperiments. A large number
of pseudoexperiments with FS ¼ 0:07 and with the inter-
ference terms set to their maximum allowed values are
generated. All other parameters, including the angular
observables, are set to their measured values in the data.
The pseudoexperiments are fitted ignoring S-wave and
interference contributions. The corresponding bias in the
measurement of the angular observables is assigned as a
systematic uncertainty.

The results of the angular fits to the data are presented in
Table I. The statistical uncertainties are determined using
the Feldman-Cousins method [28]. The systematic uncer-
tainty takes into account the limited knowledge of the
angular acceptance, uncertainties in the signal and back-
ground invariant mass models, the angular model for the
background, and the impact of a possible S-wave ampli-
tude. A more detailed discussion of the systematic uncer-
tainties can be found in Ref. [25]. Effects due to B0= !B0

production asymmetry have been considered and found
negligibly small. The comparison between the measure-
ments and the theoretical predictions from Ref. [10] are
shown in Fig. 1 for the observables P0

4 and P
0
5. The observ-

ables P0
6 and P

0
8 (as well as S7 and S8) are suppressed by the

small size of the strong phase difference between the decay
amplitudes, and therefore are expected to be close
to 0 across the whole q2 region.

In general, the measurements agree with SM expecta-
tions [12], apart from a sizeable discrepancy in the interval
4:30< q2 < 8:68 GeV2=c4 for the observable P0

5. The
p-value, calculated using pseudoexperiments, with respect
to the upper bound of the theoretical predictions given in
Ref. [12], for the observed deviation is 0.02%, correspond-
ing to 3.7 Gaussian standard deviations (!). If we consider
the 24 measurements as independent, the probability that at
least one varies from the expected value by 3:7! or more is
approximately 0.5%. A discrepancy of 2:5! is observed
integrating over the region 1:0< q2 < 6:0 GeV2=c4 (see
Table I), which is considered the most robust region for
theoretical predictions at large recoil. The discrepancy is
also observed in the observable S5. The value of S5 quan-
tifies the asymmetry between decays with a positive and
negative value of cos"K for j#j< $=2, averaged with the
opposite asymmetry of events with j#j> $=2 [2]. As a
cross check, this asymmetry was also determined from a
counting analysis. The result is consistent with the value
for S5 determined from the fit. It is worth noting that the
predictions for the first two q2 bins and for the region 1:0<
q2 < 6:0 GeV2=c4 are also calculated in Ref. [29], where
power corrections to the QCD factorization framework and

resonance contributions are considered. However, there is
not yet consensus in the literature about the best approach
to treat these power corrections. The technique used in
Ref. [25] leads to a larger theoretical uncertainty with
respect to Ref. [10].
In conclusion, we measure for the first time the angular

observables S4, S5, S7, S8, and the corresponding form-
factor-independent observables P0

4, P
0
5, P

0
6, and P0

8 in the
decay B0 ! K#0%þ%&. These measurements have been
performed in six q2 bins for each of the four observables.
Agreement with SM predictions [10] is observed for 23 of
the 24 measurements, while a local discrepancy of 3:7! is
observed in the interval 4:30< q2 < 8:68 GeV2=c4 for the
observable P0

5. Integrating over the region 1:0< q2 <
6:0 GeV2=c4, the observed discrepancy in P0

5 is 2:5!.
The observed discrepancy in the angular observable
P0
5 could be caused by a smaller value of the Wilson

coefficient C9 with respect to the SM, as has been sug-
gested to explain some other small inconsistencies between
the B0 ! K#0%þ%& data [6] and SM predictions [30].
Measurements with more data and further theoretical stud-
ies will be important to draw more definitive conclusions
about this discrepancy.
We express our gratitude to our colleagues in the

CERN accelerator departments for the excellent perform-
ance of the LHC. We thank the technical and adminis-
trative staff at the LHCb institutes. We acknowledge
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FIG. 1 (color online). Measured values of P0
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(black points) compared with SM predictions from Ref. [10]
[gray (blue) bands]. The error bars indicate in each case the
68.3% confidence level.
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terms AðiÞ
S of the S wave with the K#0 transversity ampli-

tudes as defined in Ref. [27]. In Ref. [8], FS was measured
to be less than 0.07 at 68% confidence level. The maximum

value that the quantities AðiÞ
S can assume is a function of FS

and FL [12]. The S-wave contribution is neglected in the fit
to data, but its effect is evaluated and assigned as a system-
atic uncertainty using pseudoexperiments. A large number
of pseudoexperiments with FS ¼ 0:07 and with the inter-
ference terms set to their maximum allowed values are
generated. All other parameters, including the angular
observables, are set to their measured values in the data.
The pseudoexperiments are fitted ignoring S-wave and
interference contributions. The corresponding bias in the
measurement of the angular observables is assigned as a
systematic uncertainty.

The results of the angular fits to the data are presented in
Table I. The statistical uncertainties are determined using
the Feldman-Cousins method [28]. The systematic uncer-
tainty takes into account the limited knowledge of the
angular acceptance, uncertainties in the signal and back-
ground invariant mass models, the angular model for the
background, and the impact of a possible S-wave ampli-
tude. A more detailed discussion of the systematic uncer-
tainties can be found in Ref. [25]. Effects due to B0= !B0

production asymmetry have been considered and found
negligibly small. The comparison between the measure-
ments and the theoretical predictions from Ref. [10] are
shown in Fig. 1 for the observables P0

4 and P
0
5. The observ-

ables P0
6 and P

0
8 (as well as S7 and S8) are suppressed by the

small size of the strong phase difference between the decay
amplitudes, and therefore are expected to be close
to 0 across the whole q2 region.

In general, the measurements agree with SM expecta-
tions [12], apart from a sizeable discrepancy in the interval
4:30< q2 < 8:68 GeV2=c4 for the observable P0

5. The
p-value, calculated using pseudoexperiments, with respect
to the upper bound of the theoretical predictions given in
Ref. [12], for the observed deviation is 0.02%, correspond-
ing to 3.7 Gaussian standard deviations (!). If we consider
the 24 measurements as independent, the probability that at
least one varies from the expected value by 3:7! or more is
approximately 0.5%. A discrepancy of 2:5! is observed
integrating over the region 1:0< q2 < 6:0 GeV2=c4 (see
Table I), which is considered the most robust region for
theoretical predictions at large recoil. The discrepancy is
also observed in the observable S5. The value of S5 quan-
tifies the asymmetry between decays with a positive and
negative value of cos"K for j#j< $=2, averaged with the
opposite asymmetry of events with j#j> $=2 [2]. As a
cross check, this asymmetry was also determined from a
counting analysis. The result is consistent with the value
for S5 determined from the fit. It is worth noting that the
predictions for the first two q2 bins and for the region 1:0<
q2 < 6:0 GeV2=c4 are also calculated in Ref. [29], where
power corrections to the QCD factorization framework and

resonance contributions are considered. However, there is
not yet consensus in the literature about the best approach
to treat these power corrections. The technique used in
Ref. [25] leads to a larger theoretical uncertainty with
respect to Ref. [10].
In conclusion, we measure for the first time the angular

observables S4, S5, S7, S8, and the corresponding form-
factor-independent observables P0

4, P
0
5, P

0
6, and P0

8 in the
decay B0 ! K#0%þ%&. These measurements have been
performed in six q2 bins for each of the four observables.
Agreement with SM predictions [10] is observed for 23 of
the 24 measurements, while a local discrepancy of 3:7! is
observed in the interval 4:30< q2 < 8:68 GeV2=c4 for the
observable P0

5. Integrating over the region 1:0< q2 <
6:0 GeV2=c4, the observed discrepancy in P0

5 is 2:5!.
The observed discrepancy in the angular observable
P0
5 could be caused by a smaller value of the Wilson

coefficient C9 with respect to the SM, as has been sug-
gested to explain some other small inconsistencies between
the B0 ! K#0%þ%& data [6] and SM predictions [30].
Measurements with more data and further theoretical stud-
ies will be important to draw more definitive conclusions
about this discrepancy.
We express our gratitude to our colleagues in the

CERN accelerator departments for the excellent perform-
ance of the LHC. We thank the technical and adminis-
trative staff at the LHCb institutes. We acknowledge
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(black points) compared with SM predictions from Ref. [10]
[gray (blue) bands]. The error bars indicate in each case the
68.3% confidence level.

PRL 111, 191801 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

8 NOVEMBER 2013

191801-4

‣ auld et al, arXiv:1308.1959; Buras and Girrbach, 
arXiv:1309.2466)

‣

New observables in B0 ! K ⇤0µ+µ� (arXiv:1308.1707)

The large theoretical uncertainties on these observables are, in part,
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Combinations of FL and Si can have reduced form factor
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FL(1�FL)

is

largely free of these uncertainties (arXiv:1303.5794).

These observables are sensitive to New Physics in the Wilson
coe�cients C7,C9 and C10:

C7

C9 = vector
component
C10 = axial-vector
component

S. Wright (University of Cambridge) b ! (s, d)(µ+µ�, �) at LHCb 25/11/2013 7 / 22

 

48

terms AðiÞ
S of the S wave with the K#0 transversity ampli-

tudes as defined in Ref. [27]. In Ref. [8], FS was measured
to be less than 0.07 at 68% confidence level. The maximum

value that the quantities AðiÞ
S can assume is a function of FS

and FL [12]. The S-wave contribution is neglected in the fit
to data, but its effect is evaluated and assigned as a system-
atic uncertainty using pseudoexperiments. A large number
of pseudoexperiments with FS ¼ 0:07 and with the inter-
ference terms set to their maximum allowed values are
generated. All other parameters, including the angular
observables, are set to their measured values in the data.
The pseudoexperiments are fitted ignoring S-wave and
interference contributions. The corresponding bias in the
measurement of the angular observables is assigned as a
systematic uncertainty.

The results of the angular fits to the data are presented in
Table I. The statistical uncertainties are determined using
the Feldman-Cousins method [28]. The systematic uncer-
tainty takes into account the limited knowledge of the
angular acceptance, uncertainties in the signal and back-
ground invariant mass models, the angular model for the
background, and the impact of a possible S-wave ampli-
tude. A more detailed discussion of the systematic uncer-
tainties can be found in Ref. [25]. Effects due to B0= !B0

production asymmetry have been considered and found
negligibly small. The comparison between the measure-
ments and the theoretical predictions from Ref. [10] are
shown in Fig. 1 for the observables P0

4 and P
0
5. The observ-

ables P0
6 and P

0
8 (as well as S7 and S8) are suppressed by the

small size of the strong phase difference between the decay
amplitudes, and therefore are expected to be close
to 0 across the whole q2 region.

In general, the measurements agree with SM expecta-
tions [12], apart from a sizeable discrepancy in the interval
4:30< q2 < 8:68 GeV2=c4 for the observable P0

5. The
p-value, calculated using pseudoexperiments, with respect
to the upper bound of the theoretical predictions given in
Ref. [12], for the observed deviation is 0.02%, correspond-
ing to 3.7 Gaussian standard deviations (!). If we consider
the 24 measurements as independent, the probability that at
least one varies from the expected value by 3:7! or more is
approximately 0.5%. A discrepancy of 2:5! is observed
integrating over the region 1:0< q2 < 6:0 GeV2=c4 (see
Table I), which is considered the most robust region for
theoretical predictions at large recoil. The discrepancy is
also observed in the observable S5. The value of S5 quan-
tifies the asymmetry between decays with a positive and
negative value of cos"K for j#j< $=2, averaged with the
opposite asymmetry of events with j#j> $=2 [2]. As a
cross check, this asymmetry was also determined from a
counting analysis. The result is consistent with the value
for S5 determined from the fit. It is worth noting that the
predictions for the first two q2 bins and for the region 1:0<
q2 < 6:0 GeV2=c4 are also calculated in Ref. [29], where
power corrections to the QCD factorization framework and

resonance contributions are considered. However, there is
not yet consensus in the literature about the best approach
to treat these power corrections. The technique used in
Ref. [25] leads to a larger theoretical uncertainty with
respect to Ref. [10].
In conclusion, we measure for the first time the angular

observables S4, S5, S7, S8, and the corresponding form-
factor-independent observables P0

4, P
0
5, P

0
6, and P0

8 in the
decay B0 ! K#0%þ%&. These measurements have been
performed in six q2 bins for each of the four observables.
Agreement with SM predictions [10] is observed for 23 of
the 24 measurements, while a local discrepancy of 3:7! is
observed in the interval 4:30< q2 < 8:68 GeV2=c4 for the
observable P0

5. Integrating over the region 1:0< q2 <
6:0 GeV2=c4, the observed discrepancy in P0

5 is 2:5!.
The observed discrepancy in the angular observable
P0
5 could be caused by a smaller value of the Wilson

coefficient C9 with respect to the SM, as has been sug-
gested to explain some other small inconsistencies between
the B0 ! K#0%þ%& data [6] and SM predictions [30].
Measurements with more data and further theoretical stud-
ies will be important to draw more definitive conclusions
about this discrepancy.
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But the tension has to be consistent
5
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FIG. 1: Fit to (CNP
7 , CNP

9 ), using the three large-recoil bins
for B ! K⇤µ+µ� observables, together with B ! Xs�, B !
Xsµ

+µ�, B ! K⇤� and Bs ! µ+µ�. The dashed contours
include both large- and low-recoil bins, whereas the orange
(solid) ones use only the 1-6 GeV2 bin for B ! K⇤µ+µ�

observables. The origin CNP
7,9 = (0, 0) corresponds to the SM

values for the Wilson coe�cients CSM
7e↵,9 = (�0.29, 4.07) at

µb = 4.8 GeV.

and dileptonic decays, lead to contours in the (CNP
7 , CNP

9 )
plane similar to Fig. 1.

We would like to understand whether this conclusion
is due to peculiarities of individual bins. For this pur-
pose we repeat the analysis restricting the input for the
B ! K

⇤
µ

+
µ

� observables to [1, 6] GeV2 bins, exploiting
several theoretical and experimental advantages. Such
wider bins collect more events with larger statistics. Fur-
thermore, some theoretical issues are less acute, such as
the e↵ect of low-mass resonances at very low q

2 . 1
GeV2 [36], or the impact of charm loops above ⇠ 6
GeV2 [37]. On the other hand, integrating over such a
large bin washes out some e↵ects related to the q2 depen-
dence of the observables, so that we expect this analysis
to have less sensitivity to NP [15]. This can be seen in
Fig. 1, where the regions in this case are indicated by
the orange curves, and as expected the constraints get
slightly weaker. In addition, due to the fact that the-
oretical uncertainties happen to increase moderately for
large negative NP contributions to C9, the constraints are
looser in the lower region of the (CNP

7 , CNP
9 ) plane. We

emphasise that even in this rather conservative situation
the main conclusion (a NP contribution CNP

9 ⇠ �1.5)
still prevails, whereas the SM hypothesis has still a pull
of 3.2�.

We illustrate the improvement gained by shifting C9 in
Fig. 2, where we show the predictions for CNP

9 = �1.5

(and other CNP
i

= 0) for the observables P2, P 0
4 and P

0
5,

together with the experimental data and SM predictions.
In particular, we observe how the various observables de-
scribed in Sec. 1 change for CNP

9 < 0. If the data is in
general well reproduced in this scenario, there are still a
few observables di�cult to explain theoretically. Looking
at Fig. 2, the most obvious cases are hP 0

5i in the first and
third bins. One can see there is a tension between these
two bins: more negative values for CNP

9 reproduce bet-
ter the third bin, but drive the first bin upwards, whose
experimental value is consistent with the SM. A similar
situation happens with the second and third bins of hP2i,
although in this case a good compromise is achieved.

Concerning the individual constraints to the fit, the
large-recoil bins for P2 and P

0
5 both favour the same

large region away from the SM in the (CNP
7 , CNP

9 ) plane,
providing a negative correlation between CNP

7 and CNP
9 .

B ! X

s

� selects values of CNP
7 close to the SM value,

leading to the combined (smaller) region shown in Fig. 1.
To be more quantitative, we have considered the pulls
obtained by removing in turn one or two observables
from the fit. We find that the largest pulls are as-
sociated to hP 0

5i[4.3,8.68], B ! X

s

�, hP2i[14.18,16] and
hP 0

4i[14.18,16]. B ! X

s

� has a large pull because it plays a
very important role in disfavouring a scenario with large
and negative CNP

7 , which can mimic the CNP
9 scenario in

B ! K

⇤
µ

+
µ

� observables. The observables hP 0
5i[4.3,8.68]

and hP2i[14.18,16] pull in di↵erent directions: the former
favours more negative and the latter less negative values
for CNP

9 , while the best fit point lies somewhat in the
middle, with or without these observables. On the other
hand hP 0

4i[14.18,16] has a marginal e↵ect on the results of
the fit.

The role of individual observables is confirmed by
comparing our analysis with the preliminary results in
Ref. [25], performed in the same framework, but with
only P1,P2 and AFB as inputs for B ! K

⇤
µ

+
µ

�, lead-
ing to a 3� deviation from the SM in the (CNP

7 , CNP
9 )

plane (in our present analysis, this e↵ect is magnified by
the addition of P 0

4,5,6,8 [20] among the observables). We
emphasise the importance of choosing the right set of ob-
servables among the three correlated inputs AFB, P2, FL

:
F

L

has a very significant dependence on the choice of
form factors (Fig. 5), which is less acute in the case of
AFB and P2, so that the choices (F

L

, P2) or (F
L

, AFB)
[38] lead to results that are more biased by the specific
parametrisation of form factors considered and less sen-
sitive to NP compared to (AFB, P2) [25]. For this rea-
son, we use AFB instead of F

L

in our analysis. We have
checked by two di↵erent procedures (NLO QCD factori-
sation and naive factorisation) that the 3� deviation re-
ported in Ref. [25] using [1-6] bins gets reduced to around
1 � if F

L

is used as an input instead of P2 or AFB (in
agreement with Ref. [38], where F

L

is used).

Fit the K*μμ “anomaly” together with

B!μμ
B!Xsγ, K*γ
B!Xsμμ inclusive

and interpret in terms of NP contributions to 
the Wilson coefficients

Whatever you think of this specific fit, the 
approach is clearly correct => we are looking 
for a consistent pattern of deviations!

Descotes-Genon et al., http://arxiv.org/abs/1307.5683

http://arxiv.org/abs/1307.5683
http://arxiv.org/abs/1307.5683


Bs→J/ψππ and Bs→J/ψKK

by the subleading penguin contributions are discussed,
e.g., in Ref. [15]. The same final state can also be produced
with KþK" pairs in an S-wave configuration [16]. This
S-wave final state is CP-odd. The measurement of !s

requires the CP-even and CP-odd components to be dis-
entangled by analyzing the distribution of the recon-
structed decay angles of the final-state particles.

In contrast to Ref. [5], this analysis uses the decay angles
defined in the helicity basis, as this simplifies the angular
description of the background and acceptance. The helicity
angles are denoted by ! ¼ ðcos "K; cos "#; ’hÞ, and their

definition is shown in Fig. 3. The polar angle "K ("#) is the
angle between the Kþ (#þ) momentum and the direction
opposite to the B0

s momentum in the KþK" (#þ#")
center-of-mass system. The azimuthal angle between the
KþK" and #þ#" decay planes is ’h. This angle is
defined by a rotation from the K" side of the KþK" plane
to the #þ side of the #þ#" plane. The rotation is positive
in the #þ#" direction in the B0

s rest frame. A definition of
the angles in terms of the particle momenta is given in the
Appendix.

The decay can be decomposed into four time-dependent
complex amplitudes, AiðtÞ. Three of these arise in the
P-wave decay and correspond to the relative orientation
of the linear polarization vectors of the J=c and!mesons,
where i 2 f0; k;?g and refers to the longitudinal,
transverse-parallel, and transverse-perpendicular orienta-
tions, respectively. The single KþK" S-wave amplitude is
denoted by ASðtÞ.

The distribution of the decay time and angles for a B0
s

meson produced at time t ¼ 0 is described by a sum of ten
terms, corresponding to the four polarization amplitudes

and their interference terms. Each of these is given by
the product of a time-dependent function and an angular
function [13]:

d4"ðB0
s ! J=cKþK"Þ

dtd!
/

X10

k¼1

hkðtÞfkð!Þ: (1)

The time-dependent functions hkðtÞ can be written as

hkðtÞ ¼ Nke
""st

!
ak cosh

"
1

2
#"st

#
þ bk sinh

"
1

2
#"st

#

þ ck cos ð#mstÞ þ dk sin ð#mstÞ
$
; (2)

where #ms is the mass difference between the heavy and
light B0

s mass eigenstates. The expressions for the fkð!Þ
and the coefficients of Eq. 2 are given in Table II [17,18].
The coefficients Nk are expressed in terms of the AiðtÞ
at t ¼ 0, from now on denoted as Ai. The amplitudes
are parametrized by jAijei$i with the conventions $0 ¼ 0
and jA0j2 þ jAkj2 þ jA?j2 ¼ 1. The S-wave fraction is
defined as FS ¼ jASj2=ðjA0j2 þ jAkj2 þ jA?j2 þ jASj2Þ ¼
jASj2=ðjASj2 þ 1Þ.
For the coefficients ak; . . . ; dk, three CP-violating

observables are introduced;

C & 1" j%j2
1þ j%j2 ; S & 2=ð%Þ

1þ j%j2 ; D & " 2<ð%Þ
1þ j%j2 ;

(3)

where the parameter % is defined below. These definitions
for S and C correspond to those adopted by HFAG [19],
and the sign of D is chosen such that it is equivalent to the
symbol A#"

f used in Ref. [19]. The CP-violating phase !s

FIG. 1. Feynman diagrams for B0
s - $B

0
s mixing, within the SM.

TABLE I. Results for !s and #"s from different experiments. The first uncertainty is statistical, and the second is systematic (apart
from the D0 result, for which the uncertainties are combined). The CDF confidence level (C.L.) range quoted is that consistent with
other experimental measurements of !s.

Experiment Data set [fb"1] References !s [rad] #"s [ps
"1]

LHCb (B0
s ! J=c!) 0.4 [5] 0:15' 0:18' 0:06 0:123' 0:029' 0:011

LHCb (B0
s ! J=c&þ&") 1.0 [6] "0:019þ0:173þ0:004

"0:174"0:003 ( ( (
LHCb (combined) 0:4þ 1:0 [6] 0:06' 0:12' 0:06 ( ( (
ATLAS 4.9 [7] 0:22' 0:41' 0:10 0:053' 0:021' 0:010
CMS 5.0 [8] ( ( ( 0:048' 0:024' 0:003
D0 8.0 [9] "0:55þ0:38

"0:36 0:163þ0:065
"0:064

CDF 9.6 [10] ½"0:60; 0:12* at 68% C.L. 0:068' 0:026' 0:009
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is defined by !s ! " arg ð"Þ, and hence S and D can be
written as

S ! " 2j"j sin!s

1þ j"j2 ; D ! " 2j"j cos!s

1þ j"j2 : (4)

The parameter " describes CP violation in the interference
between mixing and decay and is derived from the
CP-violating parameter [20] associated with each polar-
ization state i,

"i !
q

p

!Ai

Ai
; (5)

where Ai ( !Ai) is the amplitude for a B0
s ( !B

0
s) meson to decay

to final state i and the complex parameters p ¼ hB0
s jBLi

and q ¼ h !B0
s jBLi describe the relation between mass and

flavor eigenstates. The polarization states i have the CP

eigenvalue #i ¼ þ1 for i 2 f0; kg, and #i ¼ "1 for i 2
f?;Sg. Assuming that any possible CP violation in the
decay is the same for all amplitudes, then the product
#i

!Ai=Ai is independent of i. The polarization-independent
CP-violating parameter " is then defined such that "i ¼
#i". The differential decay rate for a !B0

s meson produced at
time t ¼ 0 can be obtained by changing the sign of ck and
dk and by including a relative factor jp=qj2.
The expressions are invariant under the transformation

ð!s;"#s;$0;$k;$?;$SÞ
! ð%"!s;""#s;"$0;"$k;%" $?;"$SÞ; (6)

which gives rise to a two-fold ambiguity in the results.

TABLE II. Definition of angular and time-dependent functions.

k fkð&'; &K; ’hÞ Nk ak bk ck dk

1 2cos 2&Ksin
2&' jA0j2 1 D C "S

2 sin 2&Kð1" sin 2&'cos
2’hÞ jAkj2 1 D C "S

3 sin 2&Kð1" sin 2&'sin
2’hÞ jA?j2 1 "D C S

4 sin 2&Ksin
2&'sin 2’h jAkA?j C sin ð$? " $kÞ S cos ð$? " $kÞ sin ð$? " $kÞ D cos ð$? " $kÞ

5 1
2

ffiffiffi
2

p
sin 2&K sin 2&'cos’h jA0Akj cos ð$k " $0Þ D cos ð$k " $0Þ C cos ð$k " $0Þ "S cos ð$k " $0Þ

6 " 1
2

ffiffiffi
2

p
sin 2&K sin 2&'sin’h jA0A?j C sin ð$? " $0Þ S cos ð$? " $0Þ sin ð$? " $0Þ D cos ð$? " $0Þ

7 2
3 sin

2&' jASj2 1 "D C S

8 1
3

ffiffiffi
6

p
sin&K sin 2&'cos’h jASAkj C cos ð$k " $SÞ S sin ð$k " $SÞ cos ð$k " $SÞ D sin ð$k " $SÞ

9 " 1
3

ffiffiffi
6

p
sin &K sin 2&'sin’h jASA?j sin ð$? " $SÞ "D sin ð$? " $SÞ C sin ð$? " $SÞ S sin ð$? " $SÞ

10 4
3

ffiffiffi
3

p
cos&Ksin

2&' jASA0j C cos ð$0 " $SÞ S sin ð$0 " $SÞ cos ð$0 " $SÞ D sin ð$0 " $SÞ

FIG. 2. Feynman diagrams contributing to the decay B0
s ! J=chþh" within the SM, where h ¼ %, K. (a) Tree; (b) Penguin.

FIG. 3. Definition of helicity angles as discussed in the text.
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Everyone gets in on the act...

Therefore, the systematic uncertainties from these sources
are included in the statistical uncertainty on the physics
parameters. The remaining systematic effects are discussed
below and summarized in Tables IX, X, and XI.

The parameters of the mðJ=cKþK#Þ fit model are
varied within their uncertainties, and a new set of event
weights are calculated. Repeating the full decay time and

angular fit using the new weights gives negligible differ-
ences with respect to the results of the nominal fit. The
assumption that mðJ=cKþK#Þ is independent of the
decay-time and angle variables is tested by reevaluating
the weights in bins of the decay time and angles. Repeating
the full fit with the modified weights gives new estimates
of the physics parameter values in each bin. The total
systematic uncertainty is computed from the square root
of the sum of the individual variances, weighted by the
number of signal events in each bin in cases where a
significant difference is observed.
Using simulated events, the only identified peaking

background is from B0 ! J=cK%ð892Þ0 events where the
pion from the K%ð892Þ0 decay is misidentified as a kaon.
The fraction of this contribution was estimated from the
simulation to be at most 1.5% for mðJ=cKþK#Þ in the
range ½5200; 5550' MeV=c2. The effect of this background
(which is not included in the PDF modelling) was esti-
mated by embedding the simulated B0 ! J=cK%ð892Þ0
events in the signal sample and repeating the fit. The
resulting variations are taken as systematic uncertainties.
The contribution of B0

s mesons coming from the decay of
Bþ
c mesons is estimated to be negligible.
Since the angular acceptance function, "!, is deter-

mined from simulated events, it is important that the
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associated with the fit procedure. A number of simulation tests is carried out to check the valid-
ity of the models used for fitting the data, and to investigate potential biases in the method of
selecting and fitting the signal. These tests are performed using the MC generation of pseudo-
experiments based on the data-fitted PDF parameterizations, and then performing the likeli-
hood fit in the same way as it is employed in data. Pull distributions are derived to establish
the consistency of the estimator which serves as a test of the validation of the fitting model and
procedure. The bias of the pull mean for the modified model is checked with respect to the
nominal model bias for each variable from the pseudo-experiments. If they are not in agree-
ment within their statistical uncertainty then the model bias difference is used to calculate the
final systematic uncertainty. In other cases, systematic uncertainties are calculated as the dif-
ference in the physics parameters a obtained from the modified fit configurations with respect
to the nominal results. The individual systematic uncertainties are summarized in Table 1.

The uncertainty due to the modeling of the Bs candidate mass is obtained considering a differ-
ent mass shape. The signal mass PDF was changed to a three-Gaussian model instead of the
nominal double-Gaussian model.

The systematic uncertainty associated with the incorporation of the proper time efficiency in
the fit is determined by using three alternative e(t) parameterizations, namely a flat model,
a second order polynomial and a sigmoid plus linear efficiency function fitted in the [0.015 �
0.3] cm range. The largest difference relative to the nominal fit is taken as the associated sys-
tematic uncertainty.

There is an uncertainty in the proper time resolution associated with the proper time scale fac-
tor k that is determined from a distinct data sample, with no decay length bias. To estimate the
effect of different kinematic properties between this calibration sample and the signal sample,
corresponding differences in the scale factor are estimated using MC simulation. A systematic
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as all other nuisance parameters.

interpolate between them to obtain a continuous region
(Fig. 2). Assuming the standard model values for �s and
��s, the probability to observe a profile-likelihood ra-
tio equal to or higher than observed in data is 54%. By
treating ��s as a nuisance parameter, we also obtain
�s 2 [�⇡/2,�1.51][ [�0.06, 0.30][ [1.26,⇡/2] at the 68%
C.L., and �s 2 [�⇡/2,�1.36][[�0.21, 0.53][[1.04,⇡/2] at
the 95% C.L. The fraction of S-wave in the K+K� mass
range 1.009–1.028 GeV/c2 is determined from the angular
information to be consistent with zero with O(2%) un-
certainty, which is in agreement with our previous deter-
mination [10] and the LHCb and ATLAS results [12, 13],
and inconsistent with the D0 determination [11]. An
auxiliary simultaneous fit of the K+K� and J/ K+K�

mass distributions [23] that includes the full resonance
structure of the B0!J/ K+⇡� decay [24] is performed.
The K+K� mass is fit in a range enlarged to 0.988–
1.2 GeV/c2 using a relativistic Breit-Wigner distribution
for the � meson, the shape suggested in Ref. [25] for
the f0(980) meson, and an empiric shape determined
from data for the combinatorial background. In the
1.009–1.028 GeV/c2 mass range, this fit determines a
(0.8± 0.2(stat))% K+K� S-wave contribution in agree-
ment with the central fit, and a contamination from mis-
identified B0 decays of (8.0±0.2(stat))%, which is signif-
icantly larger than the 1–2% values typically derived as-
suming only P -wave B0 decays [10, 11]. If neglected, this

additional B0 component could mimic a largerK+K� S-
wave than present.

In summary we report the final CDF results on the
B0

s mixing phase and decay width di↵erence from the
time-evolution of flavor-tagged B0

s!J/ � decays recon-
structed in the full Tevatron Run II data set. This analy-
sis improves and supersedes the previous CDF measure-
ment obtained in a subset of the present data [10]. Con-
sidering ��s as a nuisance parameter, and using the
recent determination of the sign of ��s [26], we find
�0.06 < �s < 0.30 at the 68% C.L. Assuming a SM value
for �s, we also report precise measurements of decay-
width di↵erence, ��s = 0.068±0.026(stat)±0.009(syst)
ps�1, and mean B0

s lifetime, ⌧s = 1.528 ± 0.019(stat) ±
0.009(syst) ps. All results are consistent with expec-
tations and with determinations of the same quantities
from other experiments [11–13], and significantly improve
the knowledge of the phenomenology on CP violation in
B0

s mixing.
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τ s = 1.444+0.041
−0.033 ps,

∆Γs = 0.179+0.059
−0.060 ps−1,

φJ/ψφs = −0.56+0.36
−0.32,

|A0|2 = 0.565± 0.017,

|A‖|2 = 0.249+0.021
−0.022,

δ‖ = 3.15± 0.19,

cos(δ⊥ − δs) = −0.20+0.26
−0.27,

FS = 0.173± 0.036.
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FIG. 13: (color online). Two-dimensional 68%, 90% and and
95% credible regions for (a) the BDT selection and (b) the
Square-cuts sample. The standard model expectation is indi-
cated as a point with an error.

To obtain the final credible intervals for physics pa-
rameters, we combine all eight MCMC chains, effectively
averaging the probability density functions of the results
of the fits to the BDT- and Square-cuts samples. Fig-
ure 14 shows 68%, 90% and 95% credible regions in the

(φJ/ψφs ,∆Γs) plane. The p-value for the SM point [47]

(φJ/ψφs ,∆Γs) = (−0.038, 0.087 ps−1) is 29.8%. The
one-dimensional 68% credible intervals are listed in Sec-
tion VIII below.

SM p-value = 29.8%
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FIG. 14: (color online). Two-dimensional 68%, 90% and 95%
credible regions including systematic uncertainties. The stan-
dard model expectation is indicated as a point with an error.

VIII. SUMMARY AND DISCUSSION

We have presented a time-dependent angular analysis
of the decay process B0

s → J/ψφ. We measure B0
s mixing

parameters, average lifetime, and decay amplitudes. In
addition, we measure the amplitudes and phases of the
polarization amplitudes. We also measure the level of
the KK S-wave contamination in the mass range (1.01 –
1.03) GeV, FS . The measured values and the 68% credi-
ble intervals, including systematic uncertainties, with the
oscillation frequency constrained to ∆Ms = 17.77± 0.12
ps−1, are:

τ s = 1.443+0.038
−0.035 ps,

∆Γs = 0.163+0.065
−0.064 ps−1,

φJ/ψφs = −0.55+0.38
−0.36,

|A0|2 = 0.558+0.017
−0.019,

|A‖|2 = 0.231+0.024
−0.030,

δ‖ = 3.15± 0.22,

cos(δ⊥ − δs) = −0.11+0.27
−0.25.

FS = 0.173± 0.036,

(13)

The p-value for the SM point (φJ/ψφs ,∆Γs) =
(−0.038, 0.087 ps−1) is 29.8%.
In the previous publication [26], which was based on

a subset of this data sample, we constrained the strong
phases to those of B0

d → J/ψK∗ whereas this analysis
has a large enough data sample to reliably let them
float. Also, the previous publication did not have a large
enough data sample to allow for the measurement of a
significant level of KK S-wave, whereas it is measured
together with its relative phase in the current analysis.
The results supersede our previous measurements.
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Figure 1: Invariant mass of J/ ⇡+⇡� combinations. The data are fitted with double Crystal

Ball signal functions and several background functions. The (red) solid line shows the
( )

B 0
s

signal, the (brown) dotted line shows the exponential combinatorial background, the (green)

short-dashed line shows the B⌥ background, the (magenta) dot-dashed line shows the
( )

B 0

signal, the (light blue) dashed line is the sum of
( )

B 0
s ! J/ ⌘0,

( )

B 0
s ! J/ �, � ! ⇡+⇡�⇡0

backgrounds, and the ⇤0
b ! J/ K�p plus ⇤0

b ! J/ K+p reflections, the (black) dot-dashed

line is the
( )

B 0 ! J/ K⌥⇡± reflection and the (blue) solid line is the total.

elled by an exponential function, a 2.3% contribution from the sum of
( )

B 0
s ! J/ ⌘0 and

( )

B 0
s ! J/ �, with � ! ⇡+⇡�⇡0, and 2.0% from B⌥ ! J/ K⌥ + J/ ⇡⌥ decays, both

of which produce tails in the
( )

B 0
s signal region. The latter two background mass shapes

are obtained from simulation. The parameters of the signal and the combinatorial back-
ground are obtained from a fit to the

( )

B 0
s mass distribution in an extended region (see

Fig. 1) and are subsequently fixed for use in the �s fit.

As can be seen from Eqs. (1) and (2), knowledge of the
( )

B 0
s flavour at production

greatly enhances the sensitivity. The process of determining the initial flavour is called
“tagging”. We use both opposite-side [26] and same-side tagging information [4]. The
opposite-side (OS) tag identifies the flavour of another b hadron in the event using infor-
mation from the charges of leptons and kaons from its decay, or the charge of another
detached vertex. The same-side kaon (SSK) tagger utilizes the hadronization process,
where the fragmentation of a b(b̄) quark into B0

s(B
0
s ) meson can lead to an extra s(s̄)

quark being available to form a hadron, often leading to a K�(K+) meson. This kaon is

correlated to the signal
( )

B 0
s in phase space, and the sign of its charge identifies the initial

flavour. A wrong-tag probability ⌘ is estimated event-by-event, based on the output of
a neural network trained on simulations. It is calibrated with data using flavour-specific
decay modes in order to predict the true wrong-tag probability of the event
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Figure 2: Projections of (a) m(⇡+⇡�), (b) cos ✓⇡⇡, (c) cos ✓J/ and (d) � [10]. The points with
error bars are data, the signal fits are shown with (red) dashed lines, the background with a
(black) dotted lines, and the (blue) solid lines represent the total fits. The di↵erence between
the data and the fits divided by the uncertainty on the data is shown below.

tial flavour
( )

B 0
s meson, which has a linear dependence on ⌘. The calibration is performed

separately for the OS and the SSK taggers. When events are tagged by both the OS and
the SSK algorithms, a combined tag decision and wrong-tag probability are given by the
algorithm defined in Ref. [26]. This combined algorithm is implemented in the overall fit.
The overall e↵ective tagging power obtained is characterized by "tagD2 = (3.89± 0.25)%,
where D ⌘ (1 � 2!avg) is the dilution, !avg is the average wrong-tag probability, and
"tag = (68.68 ± 0.33)% is the signal tagging e�ciency. The overall tagging power is im-
proved by about 60% with respect to the previous analysis mainly due to the inclusion
of the SSK tagger, which has an tagging power about 40% better than that described in
Ref. [4], due to the use of a neural-network based selection. In addition, the OS algorithms
discussed in Ref. [26] have been re-optimised using the full available dataset.
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Table 2: Systematic uncertainties. The total is the sum in quadrature of each entry.
Sources �s(mrad) �
Decay time acceptance ±0.6 ±0.0008
Mass acceptance ±0.3 ±0.0003
Background time PDF ±0.2 ±0.0011
Background mass distribution PDF ±0.6 ±0.0016
Resonance model ±6.0 ±0.0100
Resonance parameters ±0.7 ±0.0007
Other fixed parameters ±0.4 ±0.0009
Production asymmetry ±5.8 ±0.0017
Total ±8.4 ±0.010

quadrature to give the total.

8 Conclusions

We have presented a time-dependent flavour-tagged analysis of the
( )

B 0
s ! J/ ⇡+⇡�

decay using angular distributions and the ⇡+⇡� mass dependence to determine the CP
content of the final state components. We measure the mixing induced CP -violating phase
�s. Assuming the absence of direct CP violation, we find

�s = 75± 67± 8 mrad.

For the case where direct CP is allowed, we find

�s = 70± 68± 8 mrad, |�| = 0.89± 0.05± 0.01.

This result supersedes and is more precise than our previous measurement in this decay
mode of �s = �19+173+4

�174�3mrad based on a 1 fb�1 data sample [5]. Physics beyond the
Standard Model is not established by our measurements.
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Figure 3: One-dimensional projections of the B0

s

! �� fit for (a) decay time, helicity angle �
(bottom) and the cosine of the helicity angles ✓

1

and ✓
2

(top-left and top-right).. The data are
marked as points, while the solid lines represent the projections of the best fit. The CP -even
P -wave, the CP -odd P -wave and S-wave components are shown by the long dashed, short dashed
and dotted lines, respectively.

negligible uncertainty on the polarisation amplitudes. Further checks have been performed320

to verify that the angular acceptance does not depend on how the event was triggered.321

The systematic uncertainty on the decay time acceptance is evaluated from the di↵erence322

in the decay time acceptance evaluated from B0

s

! �� and B0

s

! D�
s

⇡+ simulated events.323

Simulated datasets are generated with the decay time acceptance of B0

s

! �� simulation324

and then fitted with the B0

s

! D�
s

⇡+ decay time acceptance. This process is repeated 2000325

times and the bias on the fitted parameters is then used as an estimate of the systematic326

uncertainty.327

The uncertainty on the mass model is found by re-evaluating the fit to data with328

signal weights created with a single Gaussian B0

s

! �� model, rather than the nominal329

double Gaussian. The uncertainty due to peaking background contributions is found330

through the regeneration of the signal weights with peaking background contributions331

varied according to the statistical uncertainties on the yields of the ⇤
b

! �pK� and332

B0 ! �K⇤0 contributions. The fit bias arises in likelihood fits when the number of events333

used to determine the free parameters is not su�cient to achieve the Gaussian limit. This334
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Source A
U

A
V

Final uncertainty
Angular acceptance 0.001 0.003 0.003
Time acceptance 0.005 0.003 0.005
Mass model 0.002 0.002 0.002
Peaking background – 0.001 0.001
Total 0.006 0.005 0.006

Table 7: Systematic uncertainties on the triple product asymmetries A
U

and A
V

. The total
uncertainty is the quadratic sum of the larger of the two components.

of the two individual systematic uncertainties on A
U

and A
V

. The contributions are373

combined in quadrature to determine the total systematic uncertainty.374

Systematic uncertainties due to the residual e↵ect of the decay time, geometrical375

acceptance and the signal and background fit models are summarised in Table 7.376

13 Summary and Conclusions377

Measurements of CP violation in the B0

s

! �� have been presented, based on the full378

LHCb Run 1 dataset of 3.0 fb�1 and represent the most accurate measurements in the379

B0

s

! �� decay. The CP violating phase and direct CP violation parameter are determined380

to be381

�
s

= �0.17 ± 0.15 (stat) ± 0.03 (syst) ,
� = 1.04 ± 0.07 (stat) ± 0.03 (syst) .

382

Results are found to agree with the theoretical predictions [1–3]. When compared with383

the CP -violating phase measured in B0

s

! J/ K+K� and B0

s

! J/ ⇡+⇡� decays [6], the384

two results show that no large CP violation is present in B0

s

-B
0

s

mixing nor in the b ! sss385

decay amplitude. However results are dominated by statistical uncertainties.386

The polarisation amplitudes are measured to be387

|A
0

|2 = 0.364 ± 0.012 (stat) ± 0.009 (syst) ,
|A?|2 = 0.305 ± 0.013 (stat) ± 0.005 (syst) .

388

Values of the polarisation amplitudes and triple product asymmetries are found to agree389

well with the previous measurements [8, 9, 33]. Measurements in other B ! V V penguin390

transitions at the B factories generally give higher values of f
L

[34–39]. It is interesting391

to note that the value of f
L

found in the B0

s

! �� channel is almost equal to that in392

the B0

s

! K⇤0K
⇤0

decay [40]. As reported in Ref. [9], the results are in agreement with393

QCD factorization predictions [2, 3], but disfavour the pQCD estimate given in [41]. The394

fractions of S-wave are found to be consistent with zero in all three regions of m
KK

mass,395

and are therefore not included in the final results.396

The triple product asymmetries are determined from a separate decay time integrated397

fit to be398
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Interference of decay and mixing 
means predicted CPV in SM is ~0

Hence an excellent null test

Also experimentally “golden”, as 
it is almost background free => 
like an honorary dimuon!
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Summary of φs status

Therefore, the systematic uncertainties from these sources
are included in the statistical uncertainty on the physics
parameters. The remaining systematic effects are discussed
below and summarized in Tables IX, X, and XI.

The parameters of the mðJ=cKþK#Þ fit model are
varied within their uncertainties, and a new set of event
weights are calculated. Repeating the full decay time and

angular fit using the new weights gives negligible differ-
ences with respect to the results of the nominal fit. The
assumption that mðJ=cKþK#Þ is independent of the
decay-time and angle variables is tested by reevaluating
the weights in bins of the decay time and angles. Repeating
the full fit with the modified weights gives new estimates
of the physics parameter values in each bin. The total
systematic uncertainty is computed from the square root
of the sum of the individual variances, weighted by the
number of signal events in each bin in cases where a
significant difference is observed.
Using simulated events, the only identified peaking

background is from B0 ! J=cK%ð892Þ0 events where the
pion from the K%ð892Þ0 decay is misidentified as a kaon.
The fraction of this contribution was estimated from the
simulation to be at most 1.5% for mðJ=cKþK#Þ in the
range ½5200; 5550' MeV=c2. The effect of this background
(which is not included in the PDF modelling) was esti-
mated by embedding the simulated B0 ! J=cK%ð892Þ0
events in the signal sample and repeating the fit. The
resulting variations are taken as systematic uncertainties.
The contribution of B0

s mesons coming from the decay of
Bþ
c mesons is estimated to be negligible.
Since the angular acceptance function, "!, is deter-

mined from simulated events, it is important that the
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FIG. 13 (color online). Two-dimensional profile likelihood in
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s ! J=cKþK# data set. Only the
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the black point with error bar [2,41].
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Figure 2: Mass projection of the five-dimensional maximum likelihood fit to the data. The
points are the data distribution, the solid blue line shows the full fit, the green dash-dotted line
is the signal model component, the red long-dashed line is the background component. The
pull between the mass distribution and the fit is shown in the histogram below.

associated with the fit procedure. A number of simulation tests is carried out to check the valid-
ity of the models used for fitting the data, and to investigate potential biases in the method of
selecting and fitting the signal. These tests are performed using the MC generation of pseudo-
experiments based on the data-fitted PDF parameterizations, and then performing the likeli-
hood fit in the same way as it is employed in data. Pull distributions are derived to establish
the consistency of the estimator which serves as a test of the validation of the fitting model and
procedure. The bias of the pull mean for the modified model is checked with respect to the
nominal model bias for each variable from the pseudo-experiments. If they are not in agree-
ment within their statistical uncertainty then the model bias difference is used to calculate the
final systematic uncertainty. In other cases, systematic uncertainties are calculated as the dif-
ference in the physics parameters a obtained from the modified fit configurations with respect
to the nominal results. The individual systematic uncertainties are summarized in Table 1.

The uncertainty due to the modeling of the Bs candidate mass is obtained considering a differ-
ent mass shape. The signal mass PDF was changed to a three-Gaussian model instead of the
nominal double-Gaussian model.

The systematic uncertainty associated with the incorporation of the proper time efficiency in
the fit is determined by using three alternative e(t) parameterizations, namely a flat model,
a second order polynomial and a sigmoid plus linear efficiency function fitted in the [0.015 �
0.3] cm range. The largest difference relative to the nominal fit is taken as the associated sys-
tematic uncertainty.

There is an uncertainty in the proper time resolution associated with the proper time scale fac-
tor k that is determined from a distinct data sample, with no decay length bias. To estimate the
effect of different kinematic properties between this calibration sample and the signal sample,
corresponding differences in the scale factor are estimated using MC simulation. A systematic

7

[rad] 
s

β
-1.5 -1 -0.5 0 0.5 1 1.5

]
-1

[p
s

 
s

Γ
∆

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

 

-1 0 1

L
Lo

g
6

-2

5

10

5

10-1 0 1

FIG. 2: (Color online) Confidence regions at the 68% (solid)
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) plane (main panel).
The standard model prediction is shown as a circle with er-
ror bars [22]. The inset shows the coverage-corrected profile-
likelihood ratio as a function of �

s

, in which ��
s

is treated
as all other nuisance parameters.

interpolate between them to obtain a continuous region
(Fig. 2). Assuming the standard model values for �s and
��s, the probability to observe a profile-likelihood ra-
tio equal to or higher than observed in data is 54%. By
treating ��s as a nuisance parameter, we also obtain
�s 2 [�⇡/2,�1.51][ [�0.06, 0.30][ [1.26,⇡/2] at the 68%
C.L., and �s 2 [�⇡/2,�1.36][[�0.21, 0.53][[1.04,⇡/2] at
the 95% C.L. The fraction of S-wave in the K+K� mass
range 1.009–1.028 GeV/c2 is determined from the angular
information to be consistent with zero with O(2%) un-
certainty, which is in agreement with our previous deter-
mination [10] and the LHCb and ATLAS results [12, 13],
and inconsistent with the D0 determination [11]. An
auxiliary simultaneous fit of the K+K� and J/ K+K�

mass distributions [23] that includes the full resonance
structure of the B0!J/ K+⇡� decay [24] is performed.
The K+K� mass is fit in a range enlarged to 0.988–
1.2 GeV/c2 using a relativistic Breit-Wigner distribution
for the � meson, the shape suggested in Ref. [25] for
the f0(980) meson, and an empiric shape determined
from data for the combinatorial background. In the
1.009–1.028 GeV/c2 mass range, this fit determines a
(0.8± 0.2(stat))% K+K� S-wave contribution in agree-
ment with the central fit, and a contamination from mis-
identified B0 decays of (8.0±0.2(stat))%, which is signif-
icantly larger than the 1–2% values typically derived as-
suming only P -wave B0 decays [10, 11]. If neglected, this

additional B0 component could mimic a largerK+K� S-
wave than present.

In summary we report the final CDF results on the
B0

s mixing phase and decay width di↵erence from the
time-evolution of flavor-tagged B0

s!J/ � decays recon-
structed in the full Tevatron Run II data set. This analy-
sis improves and supersedes the previous CDF measure-
ment obtained in a subset of the present data [10]. Con-
sidering ��s as a nuisance parameter, and using the
recent determination of the sign of ��s [26], we find
�0.06 < �s < 0.30 at the 68% C.L. Assuming a SM value
for �s, we also report precise measurements of decay-
width di↵erence, ��s = 0.068±0.026(stat)±0.009(syst)
ps�1, and mean B0

s lifetime, ⌧s = 1.528 ± 0.019(stat) ±
0.009(syst) ps. All results are consistent with expec-
tations and with determinations of the same quantities
from other experiments [11–13], and significantly improve
the knowledge of the phenomenology on CP violation in
B0

s mixing.
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τ s = 1.444+0.041
−0.033 ps,

∆Γs = 0.179+0.059
−0.060 ps−1,

φJ/ψφs = −0.56+0.36
−0.32,

|A0|2 = 0.565± 0.017,

|A‖|2 = 0.249+0.021
−0.022,

δ‖ = 3.15± 0.19,

cos(δ⊥ − δs) = −0.20+0.26
−0.27,

FS = 0.173± 0.036.
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FIG. 13: (color online). Two-dimensional 68%, 90% and and
95% credible regions for (a) the BDT selection and (b) the
Square-cuts sample. The standard model expectation is indi-
cated as a point with an error.

To obtain the final credible intervals for physics pa-
rameters, we combine all eight MCMC chains, effectively
averaging the probability density functions of the results
of the fits to the BDT- and Square-cuts samples. Fig-
ure 14 shows 68%, 90% and 95% credible regions in the

(φJ/ψφs ,∆Γs) plane. The p-value for the SM point [47]

(φJ/ψφs ,∆Γs) = (−0.038, 0.087 ps−1) is 29.8%. The
one-dimensional 68% credible intervals are listed in Sec-
tion VIII below.

SM p-value = 29.8%
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FIG. 14: (color online). Two-dimensional 68%, 90% and 95%
credible regions including systematic uncertainties. The stan-
dard model expectation is indicated as a point with an error.

VIII. SUMMARY AND DISCUSSION

We have presented a time-dependent angular analysis
of the decay process B0

s → J/ψφ. We measure B0
s mixing

parameters, average lifetime, and decay amplitudes. In
addition, we measure the amplitudes and phases of the
polarization amplitudes. We also measure the level of
the KK S-wave contamination in the mass range (1.01 –
1.03) GeV, FS . The measured values and the 68% credi-
ble intervals, including systematic uncertainties, with the
oscillation frequency constrained to ∆Ms = 17.77± 0.12
ps−1, are:

τ s = 1.443+0.038
−0.035 ps,

∆Γs = 0.163+0.065
−0.064 ps−1,

φJ/ψφs = −0.55+0.38
−0.36,

|A0|2 = 0.558+0.017
−0.019,

|A‖|2 = 0.231+0.024
−0.030,

δ‖ = 3.15± 0.22,

cos(δ⊥ − δs) = −0.11+0.27
−0.25.

FS = 0.173± 0.036,

(13)

The p-value for the SM point (φJ/ψφs ,∆Γs) =
(−0.038, 0.087 ps−1) is 29.8%.
In the previous publication [26], which was based on

a subset of this data sample, we constrained the strong
phases to those of B0

d → J/ψK∗ whereas this analysis
has a large enough data sample to reliably let them
float. Also, the previous publication did not have a large
enough data sample to allow for the measurement of a
significant level of KK S-wave, whereas it is measured
together with its relative phase in the current analysis.
The results supersede our previous measurements.

CDF 9.6 fb-1
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Another way of looking at mixing

CPV in mixing essentially 0 in SM

                 => Measure using B!DμX decays
                 => Another excellent null test



The ASL anomaly...26

used in this comparison. The correlation between dif-
ferent measurements given in Table XII are taken into
account. The χ2(IP) of the difference between the mea-
sured residual asymmetries and the SM expectation is

χ2(IP)/d.o.f. = 31.0/9, (87)

p(SM) = 3× 10−4. (88)

This result corresponds to 3.6 standard deviations from
the SM expectation. The p value of the hypothesis that
the aCP and ACP asymmetries in all IP samples are equal
to zero is

p(CPV = 0) = 3× 10−5, (89)

which corresponds to 4.1 standard deviations.
If we assume that the observed asymmetries aCP and

ACP are due to the CP violation in mixing, the results in
different IP samples can be used to measure the semilep-
tonic charge asymmetries adsl and assl. Their contribu-
tion to the asymmetries aCP and ACP, determined by
the coefficients Cd and Cs, varies considerably in differ-
ent IP samples. Performing this measurement we assume
that the contribution of the CP violation in interference
of decay amplitudes with and without mixing, given by
Eq. (69), corresponds to the SM expectation presented
in Table XVI. In particular, the value of ∆Γd/Γd is set
to its SM expectation given in Eq. (78). We obtain

adsl = (−0.62± 0.42)× 10−2, (90)

assl = (−0.86± 0.74)× 10−2. (91)

χ2/d.o.f. = 10.1/7. (92)

The correlation between the fitted parameters adsl and assl
is

ρd,s = −0.79. (93)

The difference between these adsl and assl values and the
combined SM expectation (62) corresponds to 3.4 stan-
dard deviations.
The like-sign dimuon charge asymmetry depends on

the value of ∆Γd/Γd, see Eqs. (56,58,67–69). By fixing
the values of φ12d and assl to their SM expectations φ12d =
−0.075± 0.024 and assl = (+1.9± 0.3)× 10−5 [9], we can
extract the value of ∆Γd/Γd from our measurements of
aCP and ACP in different IP samples. We obtain

∆Γd/Γd = (+2.63± 0.66)× 10−2, (94)

χ2/d.o.f. = 13.8/8. (95)

This result differs from the SM expectation (78) by 3.3
standard deviations. The values of φ12d and ∆Γd/Γd de-
termine the value of adsl, see Eq. (58).
Finally, we can interpret our results as the measure-

ment of adsl, a
s
sl and ∆Γd/Γd, allowing all these quantities
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FIG. 21: (color online). The 68% and 95% confidence level
contours in the ad

sl − as
sl plane obtained from the fit of the

inclusive single muon and like-sign dimuon asymmetries with
fixed value of∆Γd/Γd = 0.0042 corresponding to the expected
SM value (78) which has an uncertainty ±0.0008. The in-
dependent measurements of ad

sl [29] and as
sl [30] by the D0

collaboration are also shown. The error bands represent ±1
standard deviation uncertainties of these measurements.

to vary in the fit. We obtain

adsl = (−0.62± 0.43)× 10−2, (96)

assl = (−0.82± 0.99)× 10−2, (97)
∆Γd

Γd
= (+0.50± 1.38)× 10−2, (98)

χ2/d.o.f. = 10.1/6. (99)

The correlations between the fitted parameters are

ρd,s = −0.61, ρd,∆Γ = −0.03, ρs,∆Γ = +0.66. (100)

This result differs from the combined SM expectation for
adsl, a

s
sl, and ∆Γd/Γd by 3.0 standard deviations.

Figure 21 shows the 68% and 95% confidence level
contours in the adsl − assl plane obtained from the re-fit
of the inclusive single muon and like-sign dimuon asym-
metries with a fixed value of ∆Γd/Γd = 0.0042 corre-
sponding to the expected SM value (78). The same plot
also shows two bands of the independent measurements
of adsl and assl by the D0 collaboration [29, 30]. Fig-
ure 22 presents the result of the fit of the inclusive single
muon and like-sign dimuon asymmetries with fixed value
of ∆Γd/Γd = 0.0150 corresponding to the experimental
world average value (79). These two plots show that if
the currently imprecise experimental value of ∆Γd/Γd is

D0 results 3.6σ away from the Standard Model...
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used in this comparison. The correlation between dif-
ferent measurements given in Table XII are taken into
account. The χ2(IP) of the difference between the mea-
sured residual asymmetries and the SM expectation is

χ2(IP)/d.o.f. = 31.0/9, (87)

p(SM) = 3× 10−4. (88)

This result corresponds to 3.6 standard deviations from
the SM expectation. The p value of the hypothesis that
the aCP and ACP asymmetries in all IP samples are equal
to zero is

p(CPV = 0) = 3× 10−5, (89)

which corresponds to 4.1 standard deviations.
If we assume that the observed asymmetries aCP and

ACP are due to the CP violation in mixing, the results in
different IP samples can be used to measure the semilep-
tonic charge asymmetries adsl and assl. Their contribu-
tion to the asymmetries aCP and ACP, determined by
the coefficients Cd and Cs, varies considerably in differ-
ent IP samples. Performing this measurement we assume
that the contribution of the CP violation in interference
of decay amplitudes with and without mixing, given by
Eq. (69), corresponds to the SM expectation presented
in Table XVI. In particular, the value of ∆Γd/Γd is set
to its SM expectation given in Eq. (78). We obtain

adsl = (−0.62± 0.42)× 10−2, (90)

assl = (−0.86± 0.74)× 10−2. (91)

χ2/d.o.f. = 10.1/7. (92)

The correlation between the fitted parameters adsl and assl
is

ρd,s = −0.79. (93)

The difference between these adsl and assl values and the
combined SM expectation (62) corresponds to 3.4 stan-
dard deviations.
The like-sign dimuon charge asymmetry depends on

the value of ∆Γd/Γd, see Eqs. (56,58,67–69). By fixing
the values of φ12d and assl to their SM expectations φ12d =
−0.075± 0.024 and assl = (+1.9± 0.3)× 10−5 [9], we can
extract the value of ∆Γd/Γd from our measurements of
aCP and ACP in different IP samples. We obtain

∆Γd/Γd = (+2.63± 0.66)× 10−2, (94)

χ2/d.o.f. = 13.8/8. (95)

This result differs from the SM expectation (78) by 3.3
standard deviations. The values of φ12d and ∆Γd/Γd de-
termine the value of adsl, see Eq. (58).
Finally, we can interpret our results as the measure-

ment of adsl, a
s
sl and ∆Γd/Γd, allowing all these quantities
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FIG. 21: (color online). The 68% and 95% confidence level
contours in the ad

sl − as
sl plane obtained from the fit of the

inclusive single muon and like-sign dimuon asymmetries with
fixed value of∆Γd/Γd = 0.0042 corresponding to the expected
SM value (78) which has an uncertainty ±0.0008. The in-
dependent measurements of ad

sl [29] and as
sl [30] by the D0

collaboration are also shown. The error bands represent ±1
standard deviation uncertainties of these measurements.

to vary in the fit. We obtain

adsl = (−0.62± 0.43)× 10−2, (96)

assl = (−0.82± 0.99)× 10−2, (97)
∆Γd

Γd
= (+0.50± 1.38)× 10−2, (98)

χ2/d.o.f. = 10.1/6. (99)

The correlations between the fitted parameters are

ρd,s = −0.61, ρd,∆Γ = −0.03, ρs,∆Γ = +0.66. (100)

This result differs from the combined SM expectation for
adsl, a

s
sl, and ∆Γd/Γd by 3.0 standard deviations.

Figure 21 shows the 68% and 95% confidence level
contours in the adsl − assl plane obtained from the re-fit
of the inclusive single muon and like-sign dimuon asym-
metries with a fixed value of ∆Γd/Γd = 0.0042 corre-
sponding to the expected SM value (78). The same plot
also shows two bands of the independent measurements
of adsl and assl by the D0 collaboration [29, 30]. Fig-
ure 22 presents the result of the fit of the inclusive single
muon and like-sign dimuon asymmetries with fixed value
of ∆Γd/Γd = 0.0150 corresponding to the experimental
world average value (79). These two plots show that if
the currently imprecise experimental value of ∆Γd/Γd is

...but global agreement with Standard Model at 1.5σ
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We recently presented an update of the earlier mea-
surement [14] based on the full BABAR data sample [17].
This update included improvements to the event recon-
struction that increased the signal efficiency by more
than a factor of 3. In the following, we describe the anal-
ysis in greater detail, present the distributions of some
important kinematic variables, and expand the interpre-
tation of the results.

We choose to reconstruct only the purely leptonic de-
cays of the τ lepton, τ− → e−νeντ and τ− → µ−νµντ ,
so that B → D(∗)τ−ντ and B → D(∗)#−ν" decays are
identified by the same particles in the final state. This
leads to the cancellation of various detection efficiencies
and the reduction of related uncertainties on the ratios
R(D(∗)).

Candidate events originating from Υ (4S) → BB de-
cays are selected by fully reconstructing the hadronic de-
cay of one of the B mesons (Btag), and identifying the
semileptonic decay of the other B by a charm meson
(charged or neutral D or D∗ meson), a charged lepton
(either e or µ) and the missing momentum and energy in
the whole event.

Yields for the signal decays B → D(∗)τ−ντ and the
normalization decays B → D(∗)#−ν" are extracted by an
unbinned maximum-likelihood fit to the two-dimensional
distributions of the invariant mass of the undetected par-
ticles m2

miss = p2miss = (pe+e−−pBtag −pD(∗)−p")2 (where
pe+e− , pBtag , pD(∗) , and p" refer to the four-momenta of
the colliding beams, the Btag, the D(∗), and the charged
lepton, respectively) versus the lepton three-momentum
in the B rest frame, |p∗

" |. The m2
miss distribution for de-

cays with a single missing neutrino peaks at zero, whereas
signal events, which have three missing neutrinos, have a
broad m2

miss distribution that extends to about 9GeV2.
The observed lepton in signal events is a secondary par-
ticle from the τ decay, so its |p∗

" | spectrum is softer than
for primary leptons in normalization decays.

The principal sources of background originate fromBB
decays and from continuum events, i.e., e+e− → ff(γ)
pair production, where f = u, d, s, c, τ . The yields and
distributions of these two background sources are derived
from selected data control samples. The background de-
cays that are most difficult to separate from signal decays
come from semileptonic decays to higher-mass, excited
charm mesons, since they can produce similar m2

miss and
|p∗

" | values to signal decays and their branching fractions
and decay properties are not well known. Thus, their
impact on the signal yield is examined in detail.

The choice of the selection criteria and fit configura-
tion are based on samples of simulated and data events.
To avoid bias in the determination of the signal yield,
the signal region was blinded for data until the analysis
procedure was settled.

b c

q q

ντ

τ
−

}D(∗)
B{

W−/H−

FIG. 1. Parton level diagram for B → D(∗)τ−ντ decays.
The gluon lines illustrate the QCD interactions that affect
the hadronic part of the amplitude.

II. THEORY OF B → D(∗)τ−ντ DECAYS

A. Standard Model

Given that leptons are not affected by quantum chro-
modynamic (QCD) interactions (see Fig. 1), the matrix
element of B → D(∗)τ−ντ decays can be factorized in
the form [5]

Mλτ

λ
D(∗)

(q2, θτ ) =
GFVcb√

2

∑

λW

ηλW
Lλτ

λW
(q2, θτ )H

λ
D(∗)

λW
(q2),

(2)

where Lλτ

λW
and H

λ
D(∗)

λW
are the leptonic and hadronic

currents defined as

Lλτ

λW
(q2, θτ ) ≡ εµ(λW ) 〈τ ντ |τ γµ(1− γ5) ντ |0〉 , (3)

H
λ
D(∗)

λW
(q2) ≡ ε∗µ(λW )

〈

D(∗) |c γµ(1− γ5) b|B
〉

. (4)

Here, the indices λ refer to the helicities of the W , D(∗),
and τ , q = pB−pD(∗) is the four-momentum of the virtual
W , and θτ is the angle between the τ and the D(∗) three-
momenta measured in the rest frame of the virtual W .
The metric factor η in Eq. 2 is η{±,0,s} = {1, 1,−1},
where λW = ±, 0, and s refer to the four helicity states
of the virtual W boson (s is the scalar state which, of
course, has helicity 0).
The leptonic currents can be calculated analytically

with the standard framework of electroweak interactions.
In the rest frame of the virtual W (W ∗), they take the
form [18]:

L−
± = −2

√

q2vd±, L+
± = ∓

√
2mτvd0, (5)

L−
0 = −2

√

q2vd0, L+
0 =

√
2mτv(d+ − d−), (6)

L−
s = 0, L+

s = −2mτv, (7)

with

v =

√

1−
m2

τ

q2
, d± =

1± cos θτ√
2

, d0 = sin θτ . (8)

Given that the average q2 in B → D(∗)τ−ντ decays is
about 8 GeV2, the fraction of τ− leptons with positive
helicity is about 30% in the SM.
Due to the nonperturbative nature of the QCD inter-

action at this energy scale, the hadronic currents cannot
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We recently presented an update of the earlier mea-
surement [14] based on the full BABAR data sample [17].
This update included improvements to the event recon-
struction that increased the signal efficiency by more
than a factor of 3. In the following, we describe the anal-
ysis in greater detail, present the distributions of some
important kinematic variables, and expand the interpre-
tation of the results.

We choose to reconstruct only the purely leptonic de-
cays of the τ lepton, τ− → e−νeντ and τ− → µ−νµντ ,
so that B → D(∗)τ−ντ and B → D(∗)#−ν" decays are
identified by the same particles in the final state. This
leads to the cancellation of various detection efficiencies
and the reduction of related uncertainties on the ratios
R(D(∗)).

Candidate events originating from Υ (4S) → BB de-
cays are selected by fully reconstructing the hadronic de-
cay of one of the B mesons (Btag), and identifying the
semileptonic decay of the other B by a charm meson
(charged or neutral D or D∗ meson), a charged lepton
(either e or µ) and the missing momentum and energy in
the whole event.

Yields for the signal decays B → D(∗)τ−ντ and the
normalization decays B → D(∗)#−ν" are extracted by an
unbinned maximum-likelihood fit to the two-dimensional
distributions of the invariant mass of the undetected par-
ticles m2

miss = p2miss = (pe+e−−pBtag −pD(∗)−p")2 (where
pe+e− , pBtag , pD(∗) , and p" refer to the four-momenta of
the colliding beams, the Btag, the D(∗), and the charged
lepton, respectively) versus the lepton three-momentum
in the B rest frame, |p∗

" |. The m2
miss distribution for de-

cays with a single missing neutrino peaks at zero, whereas
signal events, which have three missing neutrinos, have a
broad m2

miss distribution that extends to about 9GeV2.
The observed lepton in signal events is a secondary par-
ticle from the τ decay, so its |p∗

" | spectrum is softer than
for primary leptons in normalization decays.

The principal sources of background originate fromBB
decays and from continuum events, i.e., e+e− → ff(γ)
pair production, where f = u, d, s, c, τ . The yields and
distributions of these two background sources are derived
from selected data control samples. The background de-
cays that are most difficult to separate from signal decays
come from semileptonic decays to higher-mass, excited
charm mesons, since they can produce similar m2

miss and
|p∗

" | values to signal decays and their branching fractions
and decay properties are not well known. Thus, their
impact on the signal yield is examined in detail.

The choice of the selection criteria and fit configura-
tion are based on samples of simulated and data events.
To avoid bias in the determination of the signal yield,
the signal region was blinded for data until the analysis
procedure was settled.
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FIG. 1. Parton level diagram for B → D(∗)τ−ντ decays.
The gluon lines illustrate the QCD interactions that affect
the hadronic part of the amplitude.

II. THEORY OF B → D(∗)τ−ντ DECAYS

A. Standard Model

Given that leptons are not affected by quantum chro-
modynamic (QCD) interactions (see Fig. 1), the matrix
element of B → D(∗)τ−ντ decays can be factorized in
the form [5]

Mλτ

λ
D(∗)

(q2, θτ ) =
GFVcb√

2

∑

λW

ηλW
Lλτ

λW
(q2, θτ )H

λ
D(∗)

λW
(q2),

(2)

where Lλτ

λW
and H

λ
D(∗)

λW
are the leptonic and hadronic

currents defined as

Lλτ

λW
(q2, θτ ) ≡ εµ(λW ) 〈τ ντ |τ γµ(1− γ5) ντ |0〉 , (3)

H
λ
D(∗)

λW
(q2) ≡ ε∗µ(λW )

〈

D(∗) |c γµ(1− γ5) b|B
〉

. (4)

Here, the indices λ refer to the helicities of the W , D(∗),
and τ , q = pB−pD(∗) is the four-momentum of the virtual
W , and θτ is the angle between the τ and the D(∗) three-
momenta measured in the rest frame of the virtual W .
The metric factor η in Eq. 2 is η{±,0,s} = {1, 1,−1},
where λW = ±, 0, and s refer to the four helicity states
of the virtual W boson (s is the scalar state which, of
course, has helicity 0).
The leptonic currents can be calculated analytically

with the standard framework of electroweak interactions.
In the rest frame of the virtual W (W ∗), they take the
form [18]:

L−
± = −2

√

q2vd±, L+
± = ∓

√
2mτvd0, (5)

L−
0 = −2

√

q2vd0, L+
0 =

√
2mτv(d+ − d−), (6)

L−
s = 0, L+

s = −2mτv, (7)

with

v =

√

1−
m2

τ

q2
, d± =

1± cos θτ√
2

, d0 = sin θτ . (8)

Given that the average q2 in B → D(∗)τ−ντ decays is
about 8 GeV2, the fraction of τ− leptons with positive
helicity is about 30% in the SM.
Due to the nonperturbative nature of the QCD inter-

action at this energy scale, the hadronic currents cannot
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FIG. 8. (Color online). Comparison of the m2
miss and |p∗

! | distributions of the D
(∗)! samples (data points) with the projections of

the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

! | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/"−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0" samples constrains contributions from B →
D(∗)π"ν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗"−ν"
decays in the D∗∗("/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)"−ν" decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗("/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)"ν" decays: To as-

sess the impact of other potential B → D∗∗"−ν" contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0" samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken

Challenging analysis, significant backgrounds even at B-factories
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We recently presented an update of the earlier mea-
surement [14] based on the full BABAR data sample [17].
This update included improvements to the event recon-
struction that increased the signal efficiency by more
than a factor of 3. In the following, we describe the anal-
ysis in greater detail, present the distributions of some
important kinematic variables, and expand the interpre-
tation of the results.

We choose to reconstruct only the purely leptonic de-
cays of the τ lepton, τ− → e−νeντ and τ− → µ−νµντ ,
so that B → D(∗)τ−ντ and B → D(∗)#−ν" decays are
identified by the same particles in the final state. This
leads to the cancellation of various detection efficiencies
and the reduction of related uncertainties on the ratios
R(D(∗)).

Candidate events originating from Υ (4S) → BB de-
cays are selected by fully reconstructing the hadronic de-
cay of one of the B mesons (Btag), and identifying the
semileptonic decay of the other B by a charm meson
(charged or neutral D or D∗ meson), a charged lepton
(either e or µ) and the missing momentum and energy in
the whole event.

Yields for the signal decays B → D(∗)τ−ντ and the
normalization decays B → D(∗)#−ν" are extracted by an
unbinned maximum-likelihood fit to the two-dimensional
distributions of the invariant mass of the undetected par-
ticles m2

miss = p2miss = (pe+e−−pBtag −pD(∗)−p")2 (where
pe+e− , pBtag , pD(∗) , and p" refer to the four-momenta of
the colliding beams, the Btag, the D(∗), and the charged
lepton, respectively) versus the lepton three-momentum
in the B rest frame, |p∗

" |. The m2
miss distribution for de-

cays with a single missing neutrino peaks at zero, whereas
signal events, which have three missing neutrinos, have a
broad m2

miss distribution that extends to about 9GeV2.
The observed lepton in signal events is a secondary par-
ticle from the τ decay, so its |p∗

" | spectrum is softer than
for primary leptons in normalization decays.

The principal sources of background originate fromBB
decays and from continuum events, i.e., e+e− → ff(γ)
pair production, where f = u, d, s, c, τ . The yields and
distributions of these two background sources are derived
from selected data control samples. The background de-
cays that are most difficult to separate from signal decays
come from semileptonic decays to higher-mass, excited
charm mesons, since they can produce similar m2

miss and
|p∗

" | values to signal decays and their branching fractions
and decay properties are not well known. Thus, their
impact on the signal yield is examined in detail.

The choice of the selection criteria and fit configura-
tion are based on samples of simulated and data events.
To avoid bias in the determination of the signal yield,
the signal region was blinded for data until the analysis
procedure was settled.
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FIG. 1. Parton level diagram for B → D(∗)τ−ντ decays.
The gluon lines illustrate the QCD interactions that affect
the hadronic part of the amplitude.

II. THEORY OF B → D(∗)τ−ντ DECAYS

A. Standard Model

Given that leptons are not affected by quantum chro-
modynamic (QCD) interactions (see Fig. 1), the matrix
element of B → D(∗)τ−ντ decays can be factorized in
the form [5]

Mλτ

λ
D(∗)

(q2, θτ ) =
GFVcb√

2

∑

λW

ηλW
Lλτ

λW
(q2, θτ )H

λ
D(∗)

λW
(q2),

(2)

where Lλτ

λW
and H

λ
D(∗)

λW
are the leptonic and hadronic

currents defined as

Lλτ

λW
(q2, θτ ) ≡ εµ(λW ) 〈τ ντ |τ γµ(1− γ5) ντ |0〉 , (3)

H
λ
D(∗)

λW
(q2) ≡ ε∗µ(λW )

〈

D(∗) |c γµ(1− γ5) b|B
〉

. (4)

Here, the indices λ refer to the helicities of the W , D(∗),
and τ , q = pB−pD(∗) is the four-momentum of the virtual
W , and θτ is the angle between the τ and the D(∗) three-
momenta measured in the rest frame of the virtual W .
The metric factor η in Eq. 2 is η{±,0,s} = {1, 1,−1},
where λW = ±, 0, and s refer to the four helicity states
of the virtual W boson (s is the scalar state which, of
course, has helicity 0).
The leptonic currents can be calculated analytically

with the standard framework of electroweak interactions.
In the rest frame of the virtual W (W ∗), they take the
form [18]:

L−
± = −2

√

q2vd±, L+
± = ∓

√
2mτvd0, (5)

L−
0 = −2

√

q2vd0, L+
0 =

√
2mτv(d+ − d−), (6)

L−
s = 0, L+

s = −2mτv, (7)

with

v =

√

1−
m2

τ

q2
, d± =

1± cos θτ√
2

, d0 = sin θτ . (8)

Given that the average q2 in B → D(∗)τ−ντ decays is
about 8 GeV2, the fraction of τ− leptons with positive
helicity is about 30% in the SM.
Due to the nonperturbative nature of the QCD inter-

action at this energy scale, the hadronic currents cannot

19

-2 0 2 4 6 80

50

100

150

-2 0 2 4 6 80

50

100

150

-2 0 2 4 6 80

20

40

60

80

-2 0 2 4 6 80

20

40

60

80

0

20

40

60

80

0

20

40

60

80

-2 0 2 4 6 80

20

40

60

-2 0 2 4 6 80

20

40

60

)2
Ev

en
ts/

(0
.2

5 
G

eV

0

0

0

m2
miss (GeV2)

Dτν
D∗τν
D#ν
D∗#ν
D∗∗(#/τ)ν
Bkg.

D0!

D∗0!

D+!

D∗+!

0 0.5 1 1.5 20

100

200

0 0.5 1 1.5 20

100

200

0 0.5 1 1.5 20

50

100

0 0.5 1 1.5 20

50

100

0

50

100

0

50

100

0 0.5 1 1.5 20

10

20

30

40

0 0.5 1 1.5 20

10

20

30

40

Ev
en

ts/
(1

00
 M

eV
)

0

0

0

|p∗
! | (GeV)

D0!

D∗0!

D+!

D∗+!

FIG. 8. (Color online). Comparison of the m2
miss and |p∗

! | distributions of the D
(∗)! samples (data points) with the projections of

the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

! | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/"−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0" samples constrains contributions from B →
D(∗)π"ν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗"−ν"
decays in the D∗∗("/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)"−ν" decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗("/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)"ν" decays: To as-

sess the impact of other potential B → D∗∗"−ν" contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0" samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken
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FIG. 21. (Color online). Level of disagreement between this
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for all values in the tanβ–mH+ parameter space.

by B → Xsγ measurements [22], and therefore, the type
II 2HDM is excluded in the full tanβ–mH+ parameter
space.
The excess in both R(D) and R(D∗) can be explained

in more general charged Higgs models [44–47]. The ef-
fective Hamiltonian for a type III 2HDM is

Heff =
4GFVcb√

2

[

(cγµPLb) (τγ
µPLντ )

+ SL(cPLb) (τPLντ ) + SR(cPRb) (τPLντ )
]

, (31)

where SL and SR are independent complex parameters,
and PL,R ≡ (1 ∓ γ5)/2. This Hamiltonian describes the
most general type of 2HDM for which m2

H+ % q2.
In this context, the ratios R(D(∗)) take the form

R(D) = R(D)SM +A
′

DRe(SR + SL) +B
′

D|SR + SL|2,

R(D∗) = R(D∗)SM +A
′

D∗Re(SR − SL) +B
′

D∗ |SR − SL|2.

The sign difference arises because B → Dτ−ντ decays
probe scalar operators, while B → D∗τ−ντ decays are
sensitive to pseudo-scalar operators.
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FIG. 22. (Color online). Favored regions for real values of the
type III 2HDM parameters SR and SL given by the measured
values of R(D(∗)). The bottom two solutions are excluded by
the measured q2 spectra.

The type II 2HDM corresponds to the subset of
the type III 2HDM parameter space for which SR =
−mbmτ tan2β/m2

H+ and SL = 0.
The R(D(∗)) measurements in the type II 2HDM con-

text correspond to values of SR±SL in the range [−7.4, 0].
Given that the amplitude impacted by NP contributions
takes the form

|Hs(SR ± SL; q
2)| ∝ |1 + (SR ± SL)× F (q2)|, (32)

we can extend the type II results to the full type III
parameter space by using the values of R(D(∗)) ob-
tained with Hs(SR ± SL) for Hs(−SR ∓ SL). Given the
small tanβ/mH+ dependence of R(D∗) (Fig. 20), this
is a good approximation for B → D∗τ−ντ decays. For
B → Dτ−ντ decays, this is also true when the decay am-
plitude is dominated either by SM or NP contributions,
that is, for small or large values of |SR+SL|. The shift in
the m2

miss and q2 spectra, which results in the 40% drop
on the value ofR(D) shown in Fig. 20, occurs in the inter-
mediate region where SM and NP contributions are com-
parable. In this region, Hs(SR + SL) )= Hs(−SR − SL),
and, as a result, the large drop in R(D) is somewhat
shifted. However, given that the asymptotic values of
R(D) are correctly extrapolated, R(D) is monotonous,
and the measured value of R(D∗) is fairly constant, the
overall picture is well described by the Hs(SR ± SL) ≈
Hs(−SR ∓ SL) extrapolation.
Figure 22 shows that for real values of SR and SL,

there are four regions in the type III parameter space
that can explain the excess in both R(D) and R(D∗).
In addition, a range of complex values of the parameters
are also compatible with this measurement.

C. Study of the q2 spectra

As shown in Sec. II B, the q2 spectrum of B → Dτ−ντ
decays could be significantly impacted by charged Higgs
contributions. Figure 23 compares the q2 distribution of
background subtracted data, corrected for detector effi-
ciency, with the expectations of three different scenarios.
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TABLE X. Previous measurements of R(D(∗)).

Measurement R(D) R(D∗)

Belle 2007 [13] — 0.44 ± 0.08 ± 0.08

BABAR 2008 [14] 0.42 ± 0.12 ± 0.05 0.30 ± 0.06 ± 0.02

Belle 2009 [15] 0.59 ± 0.14 ± 0.08 0.47 ± 0.08 ± 0.06

Belle 2010 [16] 0.34 ± 0.10 ± 0.06 0.43 ± 0.06 ± 0.06
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FIG. 24. (Color online). Comparison of the previous mea-
surements of R(D(∗)) with statistical and total uncertainties
(Table X) with this measurement (BABAR 2012). The verti-
cal bands represent the average of the previous measurements
(light shading) and SM predictions (dark shading), separately
for R(D) and R(D∗). The widths of the bands represents the
uncertainties.

X. CONCLUSIONS

In summary, we have measured the ratios R(D(∗)) =
B(B → D(∗)τ−ντ )/B(B → D(∗)#−ν") based on the full
BABAR data sample, resulting in

R(D) = 0.440± 0.058± 0.042,

R(D∗) = 0.332± 0.024± 0.018,

where the first uncertainty is statistical and the second is
systematic. These results supersede the previous BABAR
measurements [14]. Improvements of the event selec-
tion have increased the reconstruction efficiency of signal
events by more than a factor of 3, and the overall statis-
tical uncertainty has been reduced by more than a factor
of 2.
Table X shows the results of previous B → D(∗)τ−ντ

analyses. In 2007 and 2010, the Belle collaboration mea-
sured the absolute B → D(∗)τ−ντ branching fractions
which we translate to R(D(∗)) with B(B− → D0#−ν") =
(2.26 ± 0.11)% [12] and B(B0 → D∗+#−ν") = (4.59 ±
0.26)% [48]. For the translation of R(D∗), we choose
Belle’s measurement of the branching fraction, instead
of the world average, because of the current large spread
of measured values. For Belle 2009, we average the re-
sults for B0 and B− decays.
The values measured in this analysis are compatible

with those measured by the Belle Collaboration, as illus-
trated in Fig. 24.
The results presented here exceed the SM predictions

ofR(D)SM = 0.297±0.017 and R(D∗)SM = 0.252±0.003

by 2.0σ and 2.7σ, respectively. The combined signifi-
cance of this disagreement, including the negative corre-
lation between R(D) and R(D∗), is 3.4σ. Together with
the measurements by the Belle Collaboration, which also
exceed the SM expectations, this could be an indication
of NP processes affecting B → D(∗)τ−ντ decays.

These results are not compatible with a charged Higgs
boson in the type II 2HDM, and, together with B → Xsγ
measurements, exclude this model in the full tanβ–mH+

parameter space. More general charged Higgs models, or
NP contributions with nonzero spin, are compatible with
the measurements presented here.

An analysis of the efficiency corrected q2 spectra of
B → Dτ−ντ and B → D∗τ−ντ decays shows good agree-
ment with the SM expectations, within the estimated un-
certainties. The combination of the measured values of
R(D(∗)) and the q2 spectra exclude a significant portion
of the type III 2HDM parameter space. Charged Higgs
contributions with small scalar terms, |SR + SL| < 1.4,
are compatible with the measured R(D(∗)) and q2 distri-
butions, but NP contributions with spin 1 are favored by
data.
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The up sector



Setting the scene

VCKM

First two gen. matrix real, so charm CPV highly suppressed in SM

Top mass >> mass of other quarks, NP preferentially couples to top



Overall picture of charm mixing/CPV

Constrains generic NP at ~103-104 TeV



Top FB asymmetry

Both CDF and D0 measure FB-asymmetries above SM, D0 does not see enchancement at high mtt
Cannot measure same quantity at LHC but related measurements compatible with SM

 Interference appears at NLO QCD:

     → Only occurs in qq initial state; gg is fwd-bwd symmetric 
 This is a forward-backward asymmetry at Tevatron
 No valence anti-quarks at LHC  → t more central

 SM predictions at NLO (QCD+EWK)  
 Tevatron: → A

FB
 ~ 8-9 % vs. LHC: A

C
 ~ 1 % 

(waiting for full NNLO pQCD predictions)

 Experimentally: Asymmetries based on decay leptons 
or fully reconstructed top quarks

Positive asymmetry Negative asymmetry
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Top FB asymmetry
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FIG. 14: The reconstruction-level forward-backward asym-
metry as a function of |�y| with a best-fit line superimposed.
The errors on the data are statistical, and the shaded region
represents the uncertainty on the slope of the prediction.
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FIG. 15: The background-subtracted asymmetry as a func-
tion of |�y| with a best-fit line superimposed. Error bars
include both statistical and background-related systematic
uncertainties. The shaded region represents the theoretical
uncertainty on the slope of the prediction.

and a slope ↵�y

= (11.4±2.5)⇥10�2, a rapidity depen-
dence that is non-zero with significance in excess of 4�.
The predicted slope from powheg and the background
model is (3.6± 0.9)⇥ 10�2.

The behavior of the asymmetry as a function of
|�y| is also measured after the removal of the back-
ground contribution as described previously. Figure 15
shows the distribution AFB(|�y|) for the background-
subtracted data, with the measured values summa-
rized in Table VIII. Systematic uncertainties on the
background-subtraction procedure are included in the
error bars. The data measurements and the predictions
are well-fitted by the linear assumption, with an ob-
served slope of ↵�y

= (15.5± 3.3)⇥ 10�2 that exceeds
the prediction of (5.3 ± 1.0) ⇥ 10�2 by approximately
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FIG. 16: The parton-level forward-backward asymmetry as
a function of |�y| with a best-fit line superimposed. Un-
certainties are correlated and include both statistical and
systematic contributions. The shaded region represents the
theoretical uncertainty on the slope of the prediction.

3�. The observed slope is larger than at the reconstruc-
tion level owing to the removal of the background, with
the significance of the di↵erence relative to the standard
model staying approximately the same.
The |�y| dependence of the asymmetry at the par-

ton level can be derived from Fig. 13 by comparing the
forward and backward bins corresponding to a given
value of |�y|. This parton-level AFB(|�y|) distribution
is shown in Fig. 16, with the asymmetries in each bin
also listed in Table IX. A linear fit to the parton-level
results yields a slope ↵�y

= (25.3 ± 6.2) ⇥ 10�2, com-
pared to an expected slope of (9.7 ± 1.5) ⇥ 10�2. We
use the full covariance matrix (including both statisti-
cal and systematic contributions) for the corrected AFB

values when minimizing �2 in order to account for the
correlations between bins in the parton-level distribu-
tion.

VII. DEPENDENCE OF THE ASYMMETRY
ON M

tt̄

The dependence of AFB on the invariant mass of the
tt̄ system was also studied in the 5 fb�1 analyses [2, 4]
with only two bins. M

tt̄

is correlated with the rapid-
ity di↵erence �y, but because �y depends on the top-
quark production angle in addition to M

tt̄

, a measure-
ment of the M

tt̄

dependence can provide additional in-
formation about the underlying asymmetry relative to
the AFB(|�y|) measurement. In the previous publica-
tions [2, 4], the CDF and D0 measurements of AFB

at small and large M
tt̄

were consistent within statisti-
cal uncertainties but had quite di↵erent central values,
leading to an ambiguity in the comparison of the results
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TABLE XIV: The measured inclusive forward-backward asymmetry and the best-fit slopes for AFB(|�y|) and AFB(M
tt̄

)
at the di↵erent levels of correction. The uncertainties include the statistical uncertainties and the appropriate systematic
uncertainties for each correction level as discussed in the text.

Inclusive Slope Slope
Correction level AFB ↵�y

↵

Mtt̄

Reconstruction 0.063 ± 0.019 (11.4± 2.5)⇥ 10�2 (8.9± 2.3)⇥ 10�4 (GeV/c

2)�1

Background-subtracted 0.087 ± 0.026 (15.5± 3.3)⇥ 10�2 (10.9± 2.8)⇥ 10�4 (GeV/c

2)�1

Parton 0.164 ± 0.047 (25.3± 6.2)⇥ 10�2 (15.5± 4.8)⇥ 10�4 (GeV/c

2)�1
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FIG. 20: (a) The parton-level M
tt̄

distributions for events
with positive and negative �y and (b) the parton-level
forward-backward asymmetry as a function of M

tt̄

with a
best-fit line superimposed. The last bin contains overflow
events. Uncertainties are correlated and include both sta-
tistical and systematic contributions. The shaded region in
(b) represents the theoretical uncertainty on the slope of the
prediction.

FIG. 21: Interfering qq̄ ! tt̄ (top) and qq̄ ! tt̄j (bottom)
diagrams.
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FIG. 22: Expected AFB as a function of the ptt̄
T

of the tt̄ sys-
tem at the parton level from mcfm, powheg, and pythia,
as well as a NLO prediction for events where the top-quark
pair is produced in association with an extra energetic jet.

events with only four jets. The smaller asymmetry in
events with extra jets is seen to be consistent with the
observed AFB(ptt̄

T

) behavior.
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FIG. 8: (Color online). The dependence of the forward–
backward asymmetry on |∆y|. The D0 data points are shown
with the total error bars indicating the total uncertainty,
based on the diagonal elements of the covariance matrix, while
the statistical uncertainties are indicated by the inner error
bars. The dashed line shows the fit to the data with the dot-
ted lines indicating the fit uncertainty. The horizontal lines
show the MC@NLO prediction for the asymmetry in each mtt̄

bin [18]. The last bin has no upper boundary. The x coordi-
nate of each data point is the observed average of |∆y| in the
corresponding bin.

TABLE V: Variation of the production-level AFB on |∆y|.
The measured values are calibrated and listed with their to-
tal uncertainties. The theoretical predictions are based on
MC@NLO simulation.

AFB,%
|∆y| Predicted Measured
< 0.25 1.1 1.8± 1.3
0.25–0.5 2.5 5.4± 3.3
0.5–1 5.2 10.8 ± 4.8
> 1 11.4 21.8 ± 7.1

this paper corresponds to 1.3 standard deviations5.

TABLE VI: The correlation factors between the measured
AFB values in different |∆y| bins.

|∆y| range
< 0.25 0.25–0.5 0.5–1 > 1

< 0.25 +1.00 +0.79 +0.77 +0.06
0.25–0.5 +0.79 +1.00 +0.89 +0.09
0.5–1 +0.77 +0.89 +1.00 +0.25
> 1 +0.06 +0.09 +0.25 +1.00

5 When comparing to CDF results, we neglect the correlations of
the systematic uncertainties between the two experiments.

B. AFB dependence on mtt̄

The dependence of AFB on mtt̄ is shown in Fig. 9 and
Table VII with the correlation factors between bins listed
in Table VIII.

TABLE VII: Production-level asymmetries as a function of
mtt̄. The measured values are calibrated and listed with their
total uncertainties. The theoretical predictions are based on
MC@NLO simulation.

AFB,%
mtt̄, GeV Predicted Measured
< 400 2.2 7.0± 5.1
400–450 4.6 9.3± 5.0
450–500 6.7 12.7 ± 5.7
500–550 8.4 16.6 ± 8.2
550–650 10.9 37.6± 19.0
> 650 14.8 −12.3± 29.6
Inclusive 5.0 10.6± 3.0

TABLE VIII: The correlation factors between the measured
AFB values in different mtt̄ bins. All masses are in GeV.

mtt̄ range (GeV)
< 400 400–450 450–500 500–550 550–650 > 650

< 400 +1.00 +0.89 +0.39 −0.19 −0.25 +0.12
400–450 +0.89 +1.00 +0.67 +0.10 −0.32 +0.12
450–500 +0.39 +0.67 +1.00 +0.68 −0.27 +0.05
500–550 −0.19 +0.10 +0.68 +1.00 +0.04 −0.12
550–650 −0.25 −0.32 −0.27 +0.04 +1.00 −0.41
> 650 +0.12 +0.12 +0.05 −0.12 −0.41 +1.00

The values of the asymmetry measured in six mtt̄

ranges constitute a six-dimensional vector !v with a 6× 6
covariance matrix Σ. Table IX lists the eigenvectors !ei
(i = 1, ..6) of Σ together with the corresponding compo-
nents of the vector !v in the basis formed by the eigenvec-
tors: vi = !v ·!ei, and their uncertainties σi =

√

Σ′

ii, where
Σ′ is the covariance matrix transformed to the basis !ei.
The elements of Table IX fully specify the measured six-
dimensional likelihood in the Gaussian approximation,
and can be used for quantitative comparison with theo-
retical predictions and other experimental results [51].
Using the full covariance matrix we perform a fit of the

measured AFB to the functional form

AFB(mtt̄) = α
( mtt̄

GeV
− C

)

+A0. (9)

We choose C = 445 so that the correlation factor between
the fit parameters α and A0 is less than 0.01 in the fit to
the data. The parameters of the fit are listed in Table X
for the data and the MC@NLO simulation. We observe a
slope α consistent with zero and with the MC@NLO predic-
tion. The difference between slope reported by the CDF
Collaboration [5] and the slope reported in this paper
corresponds to 1.8 standard deviations.
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TABLE IX: The eigenvectors of the covariance matrix Σ and the result of the 2D measurement !v, in the basis of eigenvectors.

i Eigenvector !ei vi ± σi

1 (−0.592 +0.770 −0.237 −0.007 +0.004 −0.000) 0.000 ± 0.011
2 (+0.434 +0.099 −0.775 +0.448 −0.030 +0.002) 0.004 ± 0.021
3 (+0.673 +0.591 +0.251 −0.339 +0.138 −0.004) 0.130 ± 0.071
4 (+0.034 +0.192 +0.516 +0.826 +0.104 +0.049) 0.256 ± 0.093
5 (−0.076 −0.099 −0.113 −0.040 +0.917 +0.360) 0.265 ± 0.166
6 (−0.029 −0.030 −0.019 +0.031 +0.359 −0.932) 0.247 ± 0.311

TABLE X: Parameters of the fit to Eq. 9. The theoretical
predictions are based on the MC@NLO simulation and have
negligible statistical uncertainties.

Parameter Predicted Measured

Slope, α 3.8 · 10−4 (3.9± 4.4) · 10−4

Offset, A0 5.3 · 10−2 (11.9± 3.6) · 10−2
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FIG. 9: (Color online). The dependence of the forward–
backward asymmetry on the invariant mass of the tt̄ system.
The D0 data points are shown with the total error bars indi-
cating the total uncertainty, based on the diagonal elements of
the covariance matrix, while the statistical uncertainties are
indicated by the inner error bars. The dashed line shows a
linear fit to the data with the dotted curves indicating the fit
uncertainty. The horizontal lines correspond to the MC@NLO

prediction for the asymmetry in each mtt̄ bin [18]. Shaded
boxes correspond to the prediction of Refs. [33, 35]. The last
bin has no upper boundary. The x coordinate of each data
point is the simulated average of the mtt̄ distribution in the
corresponding bin.

X. DISCUSSION

The measured inclusive forward–backward asymmetry
in tt̄ production, AFB = (10.6± 3.0)% is in agreement
with the SM predictions reviewed in Section V, which
range from an inclusive asymmetry of 5.0% predicted by
the MC@NLO simulation to (8.8± 0.9)% [35] once elec-
troweak effects are taken into account. The measured
dependences of the asymmetry on |∆y| and mtt̄ are also
in agreement with the SM predictions. Nevertheless, the

observed AFB and the dependences of AFB on mtt̄ and
|∆y| do not disfavor the larger asymmetries that were
previously measured in pp̄ collisions [5].

To compare the presented result with the previous D0
publication [4], Table XI presents AFB at the reconstruc-
tion level measured in different samples. The method
discussed in this paper applied to l+≥4 jet events from
the first 5.4 fb−1 of integrated luminosity yields a result
consistent with that in Ref. [4], but with a reduced un-
certainty mainly due to the separation of data into chan-
nels based on the number of b tags and the increased
efficiency of the new b-tagging algorithm. Once the anal-
ysis is extended to include the l+3 jet events collected
at that time, the uncertainty is reduced by a factor of
1.26. The result obtained in the second 4.3 fb−1 of the
Tevatron dataset is within one standard deviation from
that obtained in the first 5.4 fb−1. The statistical un-
certainty obtained in the combined 9.7 fb−1 of integrated
luminosity is reduced by a factor of 1.29 with respect to
the result obtained using the same method in the first
5.4 fb−1, while the reduction expected from scaling with
the integrated luminosity is 1.34. This loss of sensitivity
is mainly due to higher instantaneous luminosity during
the collection of the later data, which required a tighter
trigger selection.

TABLE XI: Reconstruction-level asymmetries measured in
different samples with different methods, with their statistical
uncertainties.

Reco-level
Sample Method AFB, %

l+≥4 jet, first 5.4 fb−1 From Ref. [4] 9.2± 3.7
l+≥4 jet, first 5.4 fb−1 This analysis 9.9± 3.4
l+≥3 jet, first 5.4 fb−1 This analysis 10.1 ± 2.7
l+≥3 jet, additional 4.3 fb−1 This analysis 6.0± 3.1
l+≥3 jet, full 9.7 fb−1 This analysis 7.9± 2.1

The improved reconstruction of ∆y and the reduced
acceptance bias due to the inclusion of the l+3 jet events
result in further reduction of the statistical uncertainty
on the unfolded result compared to Ref. [4]. The separa-
tion of the data into channels allows us to add the l+3 jet
channels without losing the statistical power of the purer
l+≥4 jet channels.

Tension with SM greater for measurements of top quark asymmetry than lepton asymmetry

Left to right :

http://arxiv.org/pdf/1405.0421v1.pdf 

http://arxiv.org/pdf/1211.1003v3.pdf

http://arxiv.org/pdf/1405.0421v1.pdf
http://arxiv.org/pdf/1405.0421v1.pdf
http://arxiv.org/pdf/1211.1003v3.pdf
http://arxiv.org/pdf/1211.1003v3.pdf


Top FB asymmetry A. Jung, LHCP 2014

28Properties of the top quarkA. Jung

● Most Tevatron results use full data sets, combinations to come
● LHC measurements at increased √s expected to observe SM asymmetries, 

but larger gg fraction reduces them  improved methods, see e.g. →
● Theory: Need QCD predictions at NNLO

Top quark asymmetriesTop quark asymmetries

[JHEP 04 (2014) 191]

CDF
D04.7 ± 2.7 %

Summary of the current situation

[arxiv:1309.2889]
In broad agreement with SM, need NNLO QCD predictions to help resolve differences.



The strange sector



The physics of NA62

Rare decay, (8.5 ± 0.7)*10-11 in SM
Aim to measure with 10% experimental precision by collecting ~100 signal events

NA62 Technical design report



The physics of NA62

Require O(0.01%) pion-muon discrimination, O(100ps) time-stamping in the trackers, 
excellent vetoes for neutral particles

 1.1   Physics Objectives and Detector Overview 
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Figure 2 Shape of the 𝒎𝒎𝒊𝒔𝒔
𝟐 ∶= (𝑷𝑲−  𝑷𝑻𝒓𝒂𝒄𝒌)𝟐 for signal (thick solid line) and background events 

under the hypothesis that the charged track is a pion. These background sources refer to decays which 
are kinematically constrained. 

 

Figure 3 Shape of the 𝒎𝒎𝒊𝒔𝒔
𝟐 ∶= (𝑷𝑲−  𝑷𝑻𝒓𝒂𝒄𝒌)𝟐 for signal (thick solid line) and background events 

under the hypothesis that the charged track is a pion. These background sources refer to decays which 
are kinematically not constrained. 

The experiment, therefore, needs tracking devices for both K+ and +, and also calorimeters in order to 
veto photons, positrons and muons. In addition, particle identification systems to identify the incident 
kaons and to distinguish + from + and e+ must complement the tracking and veto detectors to reach 
the ultimate sensitivity and to guarantee redundancy. The guiding principles for the construction of the 
NA62 detectors are, therefore: accurate kinematic reconstruction, precise particle timing, efficiency of 
the vetoes and excellent particle identification. 
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Constraint on the UT NA62 Technical design report
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Fantasizing about the future NA62 Technical design report
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K0!π0νν, 
KOTO (?)

Basically gives an independent measure of sin(2β)!





Latest crystal ball projections

Table 1: Estimated integrated luminosities that will be recorded by ATLAS & CMS, LHCb during the di↵erent
LHC runs. The approximate amount of e+e� collision data that is expected to be recorded by Belle II by the end
of each period is also given (the ⇠ 1 ab�1 of data recorded by Belle prior to the KEKB upgrade is not included).

LHC era HL-LHC era
Run 1 Run 2 Run 3 Run 4 Run 5+

(2010–12) (2015–17) (2019–21) (2024–26) (2028–30+)

ATLAS & CMS 25 fb�1 100 fb�1 300 fb�1 �! 3000 fb�1

LHCb 3 fb�1 8 fb�1 23 fb�1 46 fb�1 100 fb�1

Belle II — 0.5 ab�1 25 ab�1 50 ab�1 —

2 Selected key observables

2.1 The ratio of branching fractions of the very rare dimuon decays of B
mesons: B(B0 ! µ+µ�)/B(B0

s ! µ+µ�)

The dimuon decays of B mesons are highly suppressed and have excellent sensitivity to physics beyond
the SM. The SM predictions of their branching fractions are known to about 10% precision, with further
improvement possible as lattice QCD calculations are refined [5]. Results from CMS [6] and LHCb [7]
based on LHC Run 1 data have provided the first observation of the B0

s ! µ+µ� decay, and the
corresponding branching fraction is now known to about 25% precision. ATLAS have also presented
results of searches for B meson decays to dimuons [8], but do not currently have the mass resolution to
distinguish the B0 and B0

s signals.
In the HL-LHC era, one of the most interesting observables will be the relative branching fractions

of the B0 and B0
s dimuon decays. This will be measured by CMS and LHCb, and also by ATLAS if the

improvement in mass resolution necessary to separate the B0 and B0
s peaks can be achieved (sensitivity

studies from ATLAS are not available at this time). When large B0
s ! µ+µ� samples are available, it will

also be possible to go beyond branching fraction measurements and use additional handles on possible
new physics contributions, such as the e↵ective lifetime.

The sensitivities quoted in Table 2 are extrapolated from current results, assuming the SM value of
the ratio of branching fractions. For the LHCb extrapolation [9], the measured branching fractions are
uncorrelated, to a good approximation, so the uncertainty on the ratio is obtained trivially. In the case
of CMS [10], upgrades to the detector are expected that will improve the mass resolution and hence
the separation of the B0 and B0

s peaks. The extrapolation also takes into account some expected loss
of e�ciency due to the high pile-up conditions, but assumes that the trigger thresholds and analysis
procedures will remain the same as those used for existing data. Systematic uncertainties which arise,
for example, from the lack of knowledge of background decay modes containing misidentified hadrons,
are expected to be controlled to better than the level of statistical precision. (A limiting systematic
uncertainty due to the ratio of b hadron production fractions, currently 6% [11], is below the precision
that it appears possible to achieve during the HL-LHC era.)

2.2 CP violation in B0
s oscillations: �s(B0

s ! J/ �) and �s(B0
s ! ��)

The CP violating phase in B0
s oscillations, labelled �s or �2�s, is very small in the SM (�SMs = �0.0364±

0.0016 rad [12]) but can be enhanced in new physics models. The benchmark channel for the measurement
is B0

s ! J/ �, which has been used by LHCb [13] and ATLAS [14] to measure �s. CMS have also
performed an untagged analysis of B0

s ! J/ � [15]. Significant improvement in the precision is warranted
not only in this channel, but also in the loop-dominated B0

s ! �� decay (a first measurement with this
channel has been performed by LHCb [16]).

All of ATLAS, CMS and LHCb expect to continue studies of B0
s ! J/ � in the HL-LHC era.

2

+NA62, 10% on BR(K+!π+νν) roughly by end of Run II
+TLEP collecting 2*1011 Z!bbar by 20XX?
+KOTO observes K0!π0νν by the end of Run II?

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour
https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour


Some example signal rates

ATLAS/CMS HL-LHC (?)

LHCb upgrade 100fb-1 (Multiply by 20 for ccbar)

B-factories

1*109
bbar
pairs

Belle II 50 ab-1

5*1010

LHCb 8 fb-1

2*1012 2*1013 ~1015

B-factories/Belle II should be scaled by ~10 compared to LHCb to account for 
efficiencies, hermetic detectors, and a cleaner environment.

Effective size of ATLAS/CMS sample depends on their trigger evolution.



Year
2012 2014 2016 2018 2020 2022 2024 2026 2028 2030

) % 02
(q

σ

0

5

10

15

20

25

30

35

40

45

50
Belle II
LHCb

 

Year
2012 2014 2016 2018 2020 2022 2024 2026 2028 2030

) d
eg

re
es

γ(
σ

0

2

4

6

8

10

12

14 Belle II
LHCb

 
Year

2016 2018 2020 2022 2024 2026 2028 2030

)) 
%

µ 
µ 

→ s
)/B

R
(B

µ 
µ 

→ d
(B

R
(B

σ

0

20

40

60

80

100

120

140

160

180

200
CMS
LHCb

 

Year
2012 2014 2016 2018 2020 2022 2024 2026 2028 2030

) r
ad

sφ(
σ

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2 )> 6-11 GeVµ(
T

ATLAS p

)> 11 GeVµ(
T

ATLAS p

)φ ΨLHCb (J/

)φ φLHCb (

 

Gamma from 
Trees

K*μμ

B!μμ
b!s penguins

A few key observables
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Personal aside on complementarity

Publicity plots are made with observables which are by definition common to 
all experiments, therefore they hide the complementarity of the programme.

LHCb upgrade Belle II ATLAS/CMS

Rare B decays ***** *** ****

Bs mixing ***** **

Bd mixing ** *****
Incl. processes (Xsγ, 
Xsll, etc.) *****

b-baryon and Bc physics ***** **
Charm, charged final 
states ***** ** ?

Charm, neutral final 
states ** *****

LFV (τ→µγ,µµµ) ** ***** ?



Personal aside on CMS

If the CMS tracker performs like this in the HL-LHC era, and you read 1 MHz 
into your HLT, CMS will be a heck of a flavour factory not only for Bs!μμ.

Even imagining that the B-physics hardware trigger was a pure prescale, 
which it won’t be, CMS would have the same effective luminosity as LHCb.

Are there plans for charm physics with the CMS upgrade? If not, why not?

4 References

Table 1: Number of expected events for B0
s ! µ+µ� and B0 ! µ+µ� at different integrated

luminosity values. We also report the expected uncertainty in the branching fraction measure-
ment for the B0

s ! µ+µ� and B0 ! µ+µ�, the range of significance of B0 ! µ+µ� (the range
indicates the ±1s of the distribution of significance), and the relative uncertainty on the B0 to
B0

s branching fractions.

L (fb�1) No. of B0
s No. of B0 dB/B(Bs

0 ! µ+µ�) dB/B(B0 ! µ+µ�) B0 sign. dB(B0!µ+µ�)
B(B0

s!µ+µ)

20 16.5 2.0 35% >100% 0.0–1.5 s >100%
100 144 18 15% 66% 0.5–2.4 s 71%
300 433 54 12% 45% 1.3–3.3 s 47%
3000 2096 256 12% 18% 5.4–7.6 s 21%
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Figure 1: Fit results of the invariant mass distribution for 300 fb�1 and 3000 fb�1. The improvement in
the mass resolution for the 3000 fb�1 projection is expected from an improved inner tracker system and
removing endcap candidates.

5 Summary
In the coming years, the LHC accelerator and the CMS detector will undergo a series of up-
grades in two major steps. The first will result in a data sample corresponding to 300 fb�1

of integrated luminosity and the second to 3000 fb�1. With the increased data sample sizes it
will be possible to reduce both systematic and statistical errors leading to high precision mea-
surements of B(B0 ! µ+µ�) and B(B0

s ! µ+µ�), which would allow stringent tests of the
Standard Model. At 3000 fb�1 it will be possible to measure the B0 ! µ+µ� with more than 5s
significance.
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The impact on the UT, 2020
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,

~2020
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The impact on the UT, 2030

~2025-2030
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,
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Let’s add a bit of wishful thinking

~2025-2030

3

ubV
α

βγ

ρ
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0

η

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5
excluded area has CL > 0.95

2003

CKM
f i t t e r γ

γ

)α(γ

)α(γ

ubV

ubV) &  α(γ & γ

α

βγ

ρ
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0

η

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5
excluded area has CL > 0.95

2013

CKM
f i t t e r

a

a

)_(a

)_(a

ubV

ubV) &  _(a & a

_

`a

l
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0

d

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5
excluded area has CL > 0.95

Stage I

CKM
f i t t e r

_0.05 0.10 0.15 0.20 0.25
0.25

0.30

0.35

0.40

0.45

)_(a

)_(a

a

a

ubV

ubV) &  _(a & a

_

`a

l
-1.0 -0.5 0.0 0.5 1.0 1.5 2.0

d

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5
excluded area has CL > 0.95

Stage II

CKM
f i t t e r

_0.05 0.10 0.15 0.20 0.25
0.25

0.30

0.35

0.40

0.45

FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,
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Let’s talk about practicalities



Charm, a window into the future...closely aligned to those applied at the trigger stage. The
final-state particles have to match particle identification
criteria to separate kaons from pions [22] according to
their mass hypothesis and must not be identified as
muons using combined information from the tracking
and particle identification systems.

Flavour tagging is performed through the mea-
surement of the charge of the pion in the decay
D

⇤+! D

0
⇡

+ (soft pion). Additional criteria are ap-
plied to the track quality of the soft pion as well as
to the vertex quality of the D

⇤+ meson. Using a fit
constraining the soft pion to the pp interaction ver-
tex, the invariant mass di↵erence of the D

⇤+ and D

0

candidates, �m, is required to be less than 152MeV/c2.
About 10% of the selected events have more than

one candidate passing the selections, mostly due to
one D

0 candidate being associated with several soft
pions. One candidate per event is selected at random
to reduce the background from randomly associated
soft pions. The D

0 decay-time range is restricted to
0.25 ps to 10 ps such that there are su�cient amounts
of data to ensure a stable fit.

The whole dataset is split into four subsets, iden-
tified by the magnet polarity, and two separate data-
taking periods to account for known di↵erences in the
detector alignment and calibration. The smallest subset
contains about 20% of the total data sample. Results
of the four subsets are combined in a weighted average.

The selected events contain about 3.11⇥ 106 D

0!
K

�
K

+ and 1.03⇥ 106 D

0! ⇡

�
⇡

+ signal candidates,
where the D

⇤+ meson is produced directly in the pp

collision, with purities of 93.6% and 91.2%, respectively,
as measured in a region of two standard deviations of
the signal peaks in D

0 mass, m(hh) (with h = K,⇡),
and �m (an example fit projection is shown in Fig. 1).

The e↵ective lifetimes are extracted by eight inde-
pendent multivariate unbinned maximum likelihood fits
to the four subsamples, separated by the D

0 flavour
as determined by the charge of the soft pion. The
fits are carried out in two stages, a fit to m(hh) and
�m to extract the signal yield and a fit to the decay
time and ln(�2

IP) of the D

0 candidate to extract the
e↵ective lifetime. The first stage is used to distinguish
the following candidate classes: correctly tagged signal
candidates, which peak in both variables; correctly re-
constructed D

0 candidates associated with a random
soft pion (labelled “rnd. ⇡s” in figures), which peak
in m(hh) but follow a threshold function in �m; and
combinatorial background. The threshold functions
are polynomials in

p
�m�m

⇡

+ . The signal peaks in
m(hh) and �m are described by the sum of three Gaus-
sian functions. For the ⇡

�
⇡

+ final state a power-law
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Figure 1: Fit of �m for one of the eight subsets, containing
the D0 ! K�K+ candidates with magnet polarity down
for the earlier run period.

tail is added to the m(hh) distribution to describe the
radiative tail [23]. The combinatorial background is
described by an exponential function in m(hh) and a
threshold function in �m.

Partially reconstructed decays constitute additional
background sources. The channels that give significant
contributions are the decays D0! K

�
⇡

+
⇡

0, with the
charged pion reconstructed as a kaon and the ⇡0 meson
not reconstructed, and D

+
s

! K

�
K

+
⇡

+, with the pion
not reconstructed. The former peaks broadly in �m

while the latter follows a threshold function and both
are described by an exponential in m(hh). Reflections
due to incorrect mass assignment of the tracks are
well separated in mass and are suppressed by particle
identification and are not taken into account.

Charm mesons originating from long-lived b hadrons
(secondary candidates) form a large background that
cannot be separated in the mass fit. They do not
come from the interaction point leading to a biased
decay-time measurement. The flight distance of the
b hadrons causes the D

0 candidates into which they
decay to have large �

2
IP on average. This is therefore

used as a separating variable.
Candidates for signal decays, where the D

⇤+ is
produced directly in the pp interaction, are modelled
by an exponential function in decay time, whose decay
constant determines the e↵ective lifetime, and by a

2
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...of computing
>109 signal events 

imagine performing toy studies 
to evaluate fit biases!

Must take advantage of future 
computing architecture

Code parallelization key

Also critical to enable 
progress in lattice QCD

Where charm goes, there beauty 
will follow soon enough.

closely aligned to those applied at the trigger stage. The
final-state particles have to match particle identification
criteria to separate kaons from pions [22] according to
their mass hypothesis and must not be identified as
muons using combined information from the tracking
and particle identification systems.

Flavour tagging is performed through the mea-
surement of the charge of the pion in the decay
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+ (soft pion). Additional criteria are ap-
plied to the track quality of the soft pion as well as
to the vertex quality of the D

⇤+ meson. Using a fit
constraining the soft pion to the pp interaction ver-
tex, the invariant mass di↵erence of the D
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candidates, �m, is required to be less than 152MeV/c2.
About 10% of the selected events have more than

one candidate passing the selections, mostly due to
one D

0 candidate being associated with several soft
pions. One candidate per event is selected at random
to reduce the background from randomly associated
soft pions. The D

0 decay-time range is restricted to
0.25 ps to 10 ps such that there are su�cient amounts
of data to ensure a stable fit.

The whole dataset is split into four subsets, iden-
tified by the magnet polarity, and two separate data-
taking periods to account for known di↵erences in the
detector alignment and calibration. The smallest subset
contains about 20% of the total data sample. Results
of the four subsets are combined in a weighted average.

The selected events contain about 3.11⇥ 106 D

0!
K

�
K

+ and 1.03⇥ 106 D

0! ⇡

�
⇡

+ signal candidates,
where the D

⇤+ meson is produced directly in the pp

collision, with purities of 93.6% and 91.2%, respectively,
as measured in a region of two standard deviations of
the signal peaks in D

0 mass, m(hh) (with h = K,⇡),
and �m (an example fit projection is shown in Fig. 1).

The e↵ective lifetimes are extracted by eight inde-
pendent multivariate unbinned maximum likelihood fits
to the four subsamples, separated by the D

0 flavour
as determined by the charge of the soft pion. The
fits are carried out in two stages, a fit to m(hh) and
�m to extract the signal yield and a fit to the decay
time and ln(�2

IP) of the D

0 candidate to extract the
e↵ective lifetime. The first stage is used to distinguish
the following candidate classes: correctly tagged signal
candidates, which peak in both variables; correctly re-
constructed D

0 candidates associated with a random
soft pion (labelled “rnd. ⇡s” in figures), which peak
in m(hh) but follow a threshold function in �m; and
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Figure 1: Fit of �m for one of the eight subsets, containing
the D0 ! K�K+ candidates with magnet polarity down
for the earlier run period.

tail is added to the m(hh) distribution to describe the
radiative tail [23]. The combinatorial background is
described by an exponential function in m(hh) and a
threshold function in �m.

Partially reconstructed decays constitute additional
background sources. The channels that give significant
contributions are the decays D0! K
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0, with the
charged pion reconstructed as a kaon and the ⇡0 meson
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+, with the pion
not reconstructed. The former peaks broadly in �m

while the latter follows a threshold function and both
are described by an exponential in m(hh). Reflections
due to incorrect mass assignment of the tracks are
well separated in mass and are suppressed by particle
identification and are not taken into account.

Charm mesons originating from long-lived b hadrons
(secondary candidates) form a large background that
cannot be separated in the mass fit. They do not
come from the interaction point leading to a biased
decay-time measurement. The flight distance of the
b hadrons causes the D

0 candidates into which they
decay to have large �

2
IP on average. This is therefore

used as a separating variable.
Candidates for signal decays, where the D

⇤+ is
produced directly in the pp interaction, are modelled
by an exponential function in decay time, whose decay
constant determines the e↵ective lifetime, and by a
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I want to talk about something else though : 

Real-time data analysis



Why do we need triggers at the LHC?
Input data rate of the LHCb 
experiment = 1.5 TB/second

NB : ATLAS/CMS about a bit more than one order of magnitude above LHCb



Why do we need triggers at the LHC?
This means about 15000 PB 

of data every year
Input data rate of the LHCb 
experiment = 1.5 TB/second

NB : ATLAS/CMS about a bit more than one order of magnitude above LHCb
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Google was at ~7000 PB/year in 2008, so goodness knows where it is today...
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It is mostly about the money
Facebook ~= 180 PB/year

Facebook spending on data 
~= 600 M$/year (circa 2011)

Nota bene : Even assuming infinite resources, transferring 1.5 TB/second from 
the detectors to storage is not easy... although we are getting to the point 
where it is possible (more on this later)

Nota bene 2 : Processing data is way cheaper than storing it

Real time event selection
==

Money

Scaled cost of triggerless storage of LHCb ~= 50 B$/year

Total LHC budget ~= 10 B$
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P. Sphicas
Triggering

Collisions at the LHC: summary

Particle

Proton - Proton 2804 bunch/beam
Protons/bunch 1011

Beam energy 7 TeV (7x1012 eV)
Luminosity 1034cm-2s-1

Crossing rate 40 MHz

Collision rate § 107-109

Parton
(quark, gluon)

Proton

Event selection:
1 in 10,000,000,000,000
Event selection:
1 in 10,000,000,000,000

l
l

jetjet

Bunch

SUSY.....

Higgs

Zo

Zo
e+

e+

e-

e-

New physics rate § .00001 Hz 

The traditional view of triggers
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Enter the MHz signal era

The anatomy of an LHCb event in the upgrade era, and implications for the LHCb trigger Ref: LHCb-PUB-2014-027
Public Note Issue: 1
6 Reconstructed yields Date: May 21, 2014

b-hadrons c-hadrons light, long-lived hadrons

Reconstructed yield 0.0317± 0.0006 0.118± 0.001 0.406± 0.002
✏(pT > 2GeV/c) 85.6± 0.6% 51.8± 0.5% 2.34± 0.08%
✏(⌧ > 0.2 ps) 88.1± 0.6% 63.1± 0.5% 99.46± 0.03%
✏(pT)⇥ ✏(⌧) 75.9± 0.8% 32.6± 0.4% 2.30± 0.08%
✏(pT)⇥ ✏(⌧)⇥ ✏(LHCb) 27.9± 0.3% 22.6± 0.3% 2.17± 0.07%

Output rate 270 kHz 800 kHz 264 kHz

Table 6: Per-event yields determined from 100k of upgrade minimum-bias events after partial offline
reconstruction. The first row indicates the number of candidates which had at least two tracks from
which a vertex could be produced. The last row shows the output rate of a trigger selecting such
events with perfect efficiency, assuming an input rate of 30 MHz from the LHC, as expected during
upgrade running. A breakdown of each category is available in Table 14.

Figure 1: HLT partially reconstructed (but fully reconstructible) signal rates as a function of decay
time for candidates with pT > 2 GeV/c (left) and transverse momentum cuts for candidates with
⌧ > 0.2 ps(right). The rate is for two-track combinations that form a vertex only for candidates that
can be fully reconstructed offline, ie: All additional tracks are also within the LHCb acceptance.

page 5

In the HL-LHC era triggers will discriminate between different signal classes!

Fitzpatrick&Gligorov http://cds.cern.ch/record/1670985?ln=en

http://arxiv.org/abs/1210.6861
http://arxiv.org/abs/1210.6861
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More precision ⇒ real time analysis
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Figure 2: Online control flow of the split HLT.

• Resource sharing between HLT1 and HLT2 tasks during data taking. How do we513

prioritize them? How flexible do we want to be?514

– Events entering the HLT must be fully processed by HLT1 and then deferred515

until the relevant alignment/calibration is available for HLT2 to use. See Fig. 2516

for a proposed structure.517

• Do we want to allow a looser (in terms of tracking cuts) HLT1 to run when HLT2 is518

not running because the events on the bu↵er disks are not ready to be processed yet?519

– Through an as-yet to be specified channel, a failure to provide constants will520

be communicated to the Hlt2 processes. This information can be used to521

(un)gate (as we do with the ODIN event type and the Velo closing) alternative522

lines. Finally, this bit of information will be stored in the HltDecReports as523

a ’processing mode’ value. So the ’backup’ configuration is ’always’ contained524

within the ’nominal’ configuration, and there is no need for an ’alternate’ TCK.525

It also ’cleanly’ indicates to the users when this situation occurred. This feature526

may also be used to allow dynamic prescales.527

• How do we flag HLT1 deferred events as ready for HLT2 processing?528
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30 MHz inelastic event rate 
and full event rate building

h± 400 kHz
µ/µµ

LLT : 15-30 MHz output rate, 
select high ET/PT (h±/µ/e/γ)

Software High Level Trigger

2-10 GB/s rate to storage

Full event reconstruction, inclusive and 
exclusive kinematic/geometric selections

Buffer events to disk, perform online 
detector calibration and alignmentAdd offline precision particle identification 

and track quality information to selections

LHCb Upgrade Trigger Diagram
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(un)gate (as we do with the ODIN event type and the Velo closing) alternative522

lines. Finally, this bit of information will be stored in the HltDecReports as523

a ’processing mode’ value. So the ’backup’ configuration is ’always’ contained524

within the ’nominal’ configuration, and there is no need for an ’alternate’ TCK.525

It also ’cleanly’ indicates to the users when this situation occurred. This feature526
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17

2-10 Gb/s 
to storage

Monitoring/Reco/
Calib < X.X Hz (?)



Charm signal purity from LHCb trigger

Remember we said charm today == beauty tomorrow.
I hope you are getting scared about systematics.

TRIGGERING IN 2011-2012 CHARM TRIGGERS

PURITY OF EXCLUSIVE HLT2 SELECTIONS

The charm exclusive lines display clear signals directly from HLT2

For these lines, reasonably pure samples are achieved even without
RICH particle identification.
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Figure 2: Events selected by the lifetime-unbiased D0 ! K⇡ Cabibbo-favoured trigger selection.
The purity of the selection is clearly evident. This data would correspond to only 30 ms of
data-taking in the upgrade.

decay, we measure a rate of 20 kHz. The output of this selection is shown in Fig. 2.205

The purity of the selection is evident. Note that the sample used to produce this figure206

corresponds to only 30 ms of data-taking in the upgrade. The Cabibbo-favoured mode207

can be downscaled by a factor of 10 without any losses in physics performance. For208

D0 ! ⇡+⇡� and the Cabibbo-suppressed modes we measure a total output rate of about209

40 kHz. These modes cannot simply be downscaled so these selections will need to be210

tightened. The e↵ects of the selection criteria applied can be studied using the unbiased211

K+K� and downscaled Cabibbo-favoured data. Further study is required to determine how212

to maximize the physics output from these modes while satisfying the output-bandwidth213

constraints.214

The applied selection criteria are 10% e�cient on o✏ine reconstructible D0 ! h+h�
215

candidates. Most of the ine�ciency is caused by the lifetime cuto↵ at 0.2 ps and the216

c-hadron p
T

> 2.5 GeV/c requirement, which have a combined e�ciency of 25%. The217

remaining ine�ciency is caused by requiring the tracks to be in a momentum region218

where the upgraded RICH detector gives the best pion-kaon separation, and the particle219

identification criteria. Based on experience gained during Run I, these criteria are very well220

aligned with those which will be used in o✏ine selections in order to reduce backgrounds.221

As for the rate, D0 ! K+K� will be the easiest to fit into any budget. This is also222

the mode which o↵ers the greatest sensitivity to indirect CP violation. The Cabibbo-223

favoured control mode will likely need to be downscaled, something which will only be224

possible by using the particle identification requirements to separate it from its doubly225

Cabibbo-suppressed counterpart. This is a good illustration of the more general way in226

which particle identification will be used to achieve a more e↵ective trigger bandwidth227

division, by separating the suppressed (rare) decays used in physics analyses from their228

topologically identical favoured control modes.229

For the lifetime unbiased B
s

! �� selection, the rate without applying PID require-230

9
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Real time MVA is challenging
In the future the trigger/DAQ systems 
will perform almost all the event 
reconstruction, detector calibration, 
and signal selection.

We need multivariate trigger algorithms 
which are safe for real-time use and 
robust against detector inefficiencies.

Have made a start on this at LHCb, but 
a lot of R&D still needed!
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Figure 10: Response from the BBDT for minimum bias LHCb 2010 data (shaded grey),
pp → cc̄X Monte Carlo (blue), pp → bb̄X Monte Carlo (red) and all minimum bias Monte
Carlo (black). The Monte Carlo is not normalized to the data (see text for details). N.b.,
no muon or electron requirements were used when making this plot.
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2010 MB Data
cc MC10
bb MC10
MB MC10

Gligorov&Williams http://arxiv.org/abs/1210.6861

See also LHCb-PUB-2011-002,003,016
http://arxiv.org/abs/1310.8544
http://arxiv.org/abs/1211.3055

http://arxiv.org/abs/1210.6861
http://arxiv.org/abs/1210.6861
http://arxiv.org/abs/1310.8544
http://arxiv.org/abs/1310.8544
http://arxiv.org/abs/1211.3055
http://arxiv.org/abs/1211.3055
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The rewards are great, however
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FIG. 1. The past (2003, top left) and present (top right) status of the unitarity triangle in the presence of NP in neutral-meson
mixing. The lower plots show future sensitivities for Stage I and Stage II described in the text, assuming data consistent with
the SM. The combination of all constraints in Table I yields the red-hatched regions, yellow regions, and dashed red contours
at 68.3%CL, 95.5%CL, and 99.7%CL, respectively.

tal and theoretical sides. Our Stage I projection refers
to a time around or soon after the end of LHCb Phase I,
corresponding to an anticipated 7 fb−1 LHCb data and
5 ab−1 Belle II data, towards the end of this decade. The
Stage II projection assumes 50 fb−1 LHCb and 50 ab−1

Belle II data, and probably corresponds to the middle
of the 2020s, at the earliest. Estimates of future experi-
mental uncertainties are taken from Refs. [17, 18, 21, 22].
(Note that we display the units as given in the LHCb and
Belle II projections, even if it makes some comparisons
less straightforward; e.g., the uncertainties of both β and
βs will be ∼ 0.2◦ by Stage II.) For the entries in Ta-
ble I where two uncertainties are given, the first one is
statistical (treated as Gaussian) and the second one is

systematic (treated through the Rfit model [8]). Consid-
ering the difficulty to ascertain the breakdown between
statistical and systematic uncertainties in lattice QCD
inputs for the future projections, for simplicity, we treat
all such future uncertainties as Gaussian.

The fits include the constraints from the measurements
of Ad,s

SL [10, 11], but not their linear combination [23],
nor from ∆Γs, whose effects on the future constraints
on NP studied in this paper are small. While ∆Γs is in
agreement with the CKM fit [10], there are tensions for
ASL [23]. The large values of hs allowed until recently,
corresponding to (M s

12)NP ∼ −2(M s
12)SM, are excluded

by the LHCb measurement of the sign of∆Γs [24]. We do
not consider K mixing for the fits shown in this Section,

Probe ~103 TeV for
non-hierarchical NP

Probe ~10-20 TeV for 
hierarchical tree-level NP

Probe ~1-2 TeV for 
hierarchical loop-level NP

Competitive/complementary 
with direct searches!

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour

J. Charles et al. http://arxiv.org/abs/1309.2293

K0!π0νν, 
KOTO++,
NA62++ (?)

K+!π+νν, NA62++

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour
https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour
http://arxiv.org/abs/1309.2293
http://arxiv.org/abs/1309.2293


Ceterum censeo, flavour importante est

Flavour sets scale of NP and guides 
design of future direct searches

Need to measure flavour structure 
to differentiate NP models
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LHCb  and the B-factories combined

LHCb-CONF-2013-006



Ultimate theory error on γ
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FIG. 1: Tree contributions (with single W exchange) that mediate b ! cūs (left) and b ! uc̄s

(right) quark-level processes, which lead to B� ! D0K� and B� ! D̄0K� decays, respectively.

where �B = (114.8± 9.4)� is a strong phase, and rB = 0.0956± 0.0063 reflects the CKM and

color suppression of the amplitude A(B� ! D̄

0

K

�) relative to the amplitude A(B� ! D

0

K

�)

[31]. Here and below we focus on the charged B

� ! DK

� and B

� ! D̄K

� decays. The

results can be readily adapted also to other B ! DK or Bs ! DsK decays used for extraction

of �.

The expression (1) is valid only at leading order in the weak interactions, O(GF ), when

both the b ! cūs and b ! uc̄s transitions are mediated by the tree-level processes. At this

order the two processes are described by the usual nonleptonic weak e↵ective Hamiltonians
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ūc =
GFp
2
VubV

⇤
cs

⇥

C

1

(µ)Qūc
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= (ūb)V�A(s̄c)V�A, Q

ūc
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and similarly for the other quark flavors. The scale at which the Wilson coe�cients are

evaluated is close to the b quark mass, µ ⇠ mb, with C

1

(mb) = 1.10, and C

2

(mb) = �0.24

at leading-log order [32], for mb(mb) = 4.163GeV [33] and ↵S(MZ) = 0.1184 [34]. The decay

amplitudes in Eq. (1) are then given at leading order in the electroweak expansion by
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FIG. 2: The electroweak corrections to b ! cūs process at order O(g4), the box diagram (left) and

vertex correction (right). Similar diagrams appear in b ! uc̄s processes.

At second order in the weak interactions, O(G2

F ), there are corrections to (1) and (6) from

W box diagrams, and from vertex corrections, shown in Fig. 2, and from double penguin

diagrams. In addition there are also self-energy diagrams for the W -propagator and wave

function renormalization diagrams for external legs, which however have exactly the same

CKM structure as the leading order contributions and thus do not a↵ect the � extraction.

The same is true of the vertex corrections due to a Z or W loop, shown in Fig. 2 (right),

which correct the CKM matrix at one-loop. The double penguin insertions are two-loop and

are thus subleading, as can be easily checked from the small sizes of the respective Wilson

coe�cients. They are safely neglected in the following.

The leading e↵ect on extracted � at O(G2

F ) then comes from the box diagram in Fig. 2

(left). The dominant contribution is e↵ectively due to the top and bottom quark running in

the loop, as we show in the next section. The CKM structure of the box diagram is di↵erent

from that of the O(GF ) tree contribution and is given, for the b ! csū transition, by

b ! csū : tree level ⇠ VcbV
⇤
us , box diagram ⇠ (VtbV

⇤
ts)(VcbV

⇤
ub) . (7)

Since the weak phases of the two contributions are di↵erent, this results in a shift �� in the

extracted value of �.

A similar higher-order electroweak diagram contributes also to the b ! uc̄s transition,

which is given by exchanging the external u and c quarks in Fig. 2 (left). Again, the dominant

contribution is e↵ectively due to the top and bottom quark running in the loop, so that the

CKM factors are

b ! usc̄ : tree level ⇠ VubV
⇤
cs , box diagram ⇠ (VtbV

⇤
ts)(VubV

⇤
cb) . (8)
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and (c) their di↵erences as functions of decay time in units of D0 lifetime. Projections of fits
allowing for (dashed line) no CP violation, (dotted line) no direct CP violation, and (solid line)
full CP violation are overlaid. The abscissa of the data points corresponds to the average decay
time over the bin; the error bars indicate the statistical uncertainties.
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in the (x02
, y

0) plane. For each fit, 104 WS-to-RS ratio data points are used, corresponding
to 13 ranges of decay time, distinguishing D

⇤+ from D

⇤� decays, TOS from TOS decays,
and 2011 data from 2012 data. The consistency with the hypothesis of CP symmetry is
determined from the change in �

2 between the fit without and with CP violation, taking
into account the di↵erence in number of degrees of freedom. The resulting p value, for the
fit with direct and indirect (indirect only) CP violation allowed, is 91% (81%), showing
that the data are compatible with CP symmetry.

The uncertainties incorporate both statistical and systematic contributions, since all
relevant systematic e↵ects depend on the true values of the mixing parameters, and are
thus incorporated into the fit �2. These include the uncertainty in the fraction of charm
mesons from b-hadron decays, and their bias on the observed decay time; the uncertainty
in the fraction of peaking background; and the uncertainty in the determination of the
instrumental asymmetry. The statistical uncertainty is determined in a separate fit and
used to calculate the systematic component by subtraction in quadrature.

Direct CP violation would produce a nonzero intercept at t = 0 in the e�ciency-
corrected di↵erence of WS-to-RS yield ratios between D

0 and D

0 mesons shown in
Fig. 2 (c). It is parametrized by the asymmetry measured in the first fit A

D

⌘
(R+

D

�R

�
D

)/(R+
D

+R

�
D

) = (�0.7 ± 1.9)%. Indirect CP violation results in a time de-
pendence of the e�ciency-corrected di↵erence of yield ratios. The slope observed in
Fig. 2 (c) is about 5% of the individual slopes of Figs. 2 (a) and (b) and is consistent
with zero. From the results of the fit allowing for direct and indirect CP violation, a
likelihood for |q/p| is constructed using the relations x0± = |q/p|±1(x0 cos�± y

0 sin�) and
y

0± = |q/p|±1(y0 cos�⌥ x

0 sin�). Confidence intervals are derived with a likelihood-ratio
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Indirect CPV, AΓclosely aligned to those applied at the trigger stage. The
final-state particles have to match particle identification
criteria to separate kaons from pions [22] according to
their mass hypothesis and must not be identified as
muons using combined information from the tracking
and particle identification systems.

Flavour tagging is performed through the mea-
surement of the charge of the pion in the decay
D

⇤+! D

0
⇡

+ (soft pion). Additional criteria are ap-
plied to the track quality of the soft pion as well as
to the vertex quality of the D

⇤+ meson. Using a fit
constraining the soft pion to the pp interaction ver-
tex, the invariant mass di↵erence of the D

⇤+ and D

0

candidates, �m, is required to be less than 152MeV/c2.
About 10% of the selected events have more than

one candidate passing the selections, mostly due to
one D

0 candidate being associated with several soft
pions. One candidate per event is selected at random
to reduce the background from randomly associated
soft pions. The D

0 decay-time range is restricted to
0.25 ps to 10 ps such that there are su�cient amounts
of data to ensure a stable fit.

The whole dataset is split into four subsets, iden-
tified by the magnet polarity, and two separate data-
taking periods to account for known di↵erences in the
detector alignment and calibration. The smallest subset
contains about 20% of the total data sample. Results
of the four subsets are combined in a weighted average.

The selected events contain about 3.11⇥ 106 D

0!
K

�
K

+ and 1.03⇥ 106 D

0! ⇡

�
⇡

+ signal candidates,
where the D

⇤+ meson is produced directly in the pp

collision, with purities of 93.6% and 91.2%, respectively,
as measured in a region of two standard deviations of
the signal peaks in D

0 mass, m(hh) (with h = K,⇡),
and �m (an example fit projection is shown in Fig. 1).

The e↵ective lifetimes are extracted by eight inde-
pendent multivariate unbinned maximum likelihood fits
to the four subsamples, separated by the D

0 flavour
as determined by the charge of the soft pion. The
fits are carried out in two stages, a fit to m(hh) and
�m to extract the signal yield and a fit to the decay
time and ln(�2

IP) of the D

0 candidate to extract the
e↵ective lifetime. The first stage is used to distinguish
the following candidate classes: correctly tagged signal
candidates, which peak in both variables; correctly re-
constructed D

0 candidates associated with a random
soft pion (labelled “rnd. ⇡s” in figures), which peak
in m(hh) but follow a threshold function in �m; and
combinatorial background. The threshold functions
are polynomials in

p
�m�m

⇡

+ . The signal peaks in
m(hh) and �m are described by the sum of three Gaus-
sian functions. For the ⇡

�
⇡

+ final state a power-law
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Figure 1: Fit of �m for one of the eight subsets, containing
the D0 ! K�K+ candidates with magnet polarity down
for the earlier run period.

tail is added to the m(hh) distribution to describe the
radiative tail [23]. The combinatorial background is
described by an exponential function in m(hh) and a
threshold function in �m.

Partially reconstructed decays constitute additional
background sources. The channels that give significant
contributions are the decays D0! K

�
⇡

+
⇡

0, with the
charged pion reconstructed as a kaon and the ⇡0 meson
not reconstructed, and D

+
s

! K

�
K

+
⇡

+, with the pion
not reconstructed. The former peaks broadly in �m

while the latter follows a threshold function and both
are described by an exponential in m(hh). Reflections
due to incorrect mass assignment of the tracks are
well separated in mass and are suppressed by particle
identification and are not taken into account.

Charm mesons originating from long-lived b hadrons
(secondary candidates) form a large background that
cannot be separated in the mass fit. They do not
come from the interaction point leading to a biased
decay-time measurement. The flight distance of the
b hadrons causes the D

0 candidates into which they
decay to have large �

2
IP on average. This is therefore

used as a separating variable.
Candidates for signal decays, where the D

⇤+ is
produced directly in the pp interaction, are modelled
by an exponential function in decay time, whose decay
constant determines the e↵ective lifetime, and by a

2

The asymmetry under simultaneous charge and par-
ity transformation (CP violation) has driven the under-
standing of electroweak interactions since its discovery
in the kaon system [1]. CP violation was subsequently
discovered in the B

0 and B

0
s

systems [2–4]. Charmed
mesons form the only neutral meson-antimeson system
in which CP violation has yet to be observed unambigu-
ously. This system is the only one in which mesons of
up-type quarks participate in matter-antimatter tran-
sitions, a loop-level process in the Standard Model
(SM). This charm mixing process has recently been
observed for the first time unambiguously in single
measurements [5–7]. The theoretical calculation of
charm mixing and CP violation is challenging for the
charm quark [8–12]. Significant enhancement of mix-
ing or CP violation would be an indication of physics
beyond the SM.

The mass eigenstates of the neutral charm meson
system, |D1,2i, with masses m1,2 and decay widths �1,2,
can be expressed as linear combinations of the flavour
eigenstates, |D0i and |D0i, as |D1,2i = p|D0i± q|D0i
with complex coe�cients satisfying |p|2 + |q|2 = 1.
This allows the definition of the mixing parameters
x ⌘ 2(m2�m1)/(�1+�2) and y ⌘ (�2��1)/(�1+�2).

Non-conservation of CP symmetry enters as a devi-
ation from unity of �

f

, defined as

�

f

⌘ qĀ

f

pA

f

= �⌘

CP

����
q

p

����

����
Ā

f

A

f

���� e
i�

, (1)

where A

f

(Ā
f

) is the amplitude for a D

0 (D0) meson
decaying into a CP eigenstate f with eigenvalue ⌘

CP

,
and � is the CP -violating relative phase between q/p

and Ā

f

/A

f

. Direct CP violation occurs when the asym-
metry A

d

⌘ (|A
f

|2 � |Ā
f

|2)/(|A
f

|2 + |Ā
f

|2) is di↵erent
from zero. Indirect CP violation comprises non-zero CP
asymmetry in mixing, A

m

⌘ (|q/p|2 � |p/q|2)/(|q/p|2 +
|p/q|2) and CP violation through a non-zero phase �.
The phase convention of � is chosen such that, in the
limit of no CP violation, CP |D0i = �|D0i. In this
convention CP conservation leads to � = 0 and |D1i
being CP -odd.

The asymmetry of the inverse of e↵ective lifetimes
in decays of D0 (D0) mesons into CP -even final states,

�̂ (ˆ̄�), leads to the observable A� defined as

A� ⌘ �̂� ˆ̄�

�̂+ ˆ̄�
⇡ ⌘

CP

✓
A

m

+A

d

2
y cos�� x sin�

◆
.

(2)
This makes A� a measurement of indirect CP viola-
tion, as the contributions from direct CP violation are
measured to be small [13] compared to the current

precision [14]. Here, e↵ective lifetimes refer to lifetimes
measured using a single-exponential model in a spe-
cific decay mode. Currently available measurements of
A� [15, 16] are in agreement with no CP violation at
the per mille level [13].

This Letter reports measurements of A� in the
CP -even final states K�

K

+ and ⇡

�
⇡

+ using 1.0 fb�1

of pp collisions at 7TeV centre-of-mass energy at the
LHC recorded with the LHCb detector in 2011. In the
SM, the phase � is final-state independent and thus
measurements in the two final states are expected to
yield the same results. At the level of precision of the
measurements presented here, di↵erences due to direct
CP violation are negligible. However, contributions to
� from physics beyond the SM may lead to di↵erent
results. Even small final-state di↵erences in the phase,
��, can lead to measurable e↵ects in the observables
of the order of x��, for su�ciently small phases � in
both final states [17]. In addition, the measurements
of A� in both final states is important to quantify the
contribution of indirect CP violation to the observable
�A

CP

[18, 19].
The LHCb detector [20] is a single-arm forward spec-

trometer covering the pseudorapidity range 2 < ⌘ < 5,
designed for the study of particles containing b or c

quarks. The polarity of the spectrometer dipole mag-
net was reversed periodically during the data taking
period. The trigger [21] consists of a hardware stage,
based on information from the calorimeter and muon
systems, followed by a software stage, which performs a
full event reconstruction. The software trigger applies
two sequential selections. The first selection requires
at least one track to have momentum transverse to the
beamline, pT, greater than 1.7GeV/c and an impact
parameter �2, �2

IP, greater than 16. The �2
IP is defined

as the di↵erence in �

2 of a given primary interaction
vertex reconstructed with and without the considered
track. This �2

IP requirement introduces the largest ef-
fect on the observed decay-time distribution compared
to other selection criteria. In the second selection this
track is combined with a second track to form a candi-
date for a D

0 decay into two hadrons (charge conjugate
states are included unless stated otherwise). The sec-
ond track must have pT > 0.8GeV/c and �

2
IP > 2. The

decay vertex is required to have a flight distance �2 per
degree of freedom greater than 25 and the D0 invariant
mass, assuming kaons or pions as final state particles,
has to lie within 50MeV/c2 (or within 120MeV/c2 for
a trigger whose rate is scaled down by a factor of 10)
around 1865MeV/c2. The two-body system is required
to point back to the pp interaction region.

The event selection applies a set of criteria that are
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Figure 3: Fits of ln(�2
IP) for D

0! K�K+ candidates for decay-time bins (left to right) 0.25� 0.37 ps, 0.74� 0.78 ps, and
1.55� 1.80 ps.

where ⌧
KK

= ⌧

K⇡

/(1+y

CP

) is used as an external input
based on current world averages [13,28], N

D

0/N
D

0 is
the signal yield ratio integrated over all decay times
and �t is the bin width. The dependence on ⌧

D

0

and ⌧

D

0 cancels in the extraction of A�. For this
method the prompt signal yields for each decay-time
bin are extracted by simultaneous unbinned maximum
likelihood fits to m(hh), �m, and ln(�2

IP). Each bin
is chosen to contain about 4⇥ 104 candidates, leading
to 118 and 40 bins for K�

K

+ and ⇡

�
⇡

+, respectively.
In general, the binned fit uses similar parametrisations
to the unbinned fit, though a few simplifications are
required to account for the smaller sample size per bin.
The evolution of the fit projections in ln(�2

IP) with
decay time is shown in Fig. 3.

The fits for both methods are verified by randomis-
ing the flavour tags and checking that the results for
A� are in agreement with zero. Similarly, the measure-
ment techniques for A� are applied to the Cabibbo-
favoured K

�
⇡

+ final state for which they also yield
results in agreement with zero. The unbinned fit is fur-
ther checked by comparing the extracted lifetime using
the K

�
⇡

+ final state to the world average D

0 lifetime,
(410.1 ± 1.5) fs [28]. The result of (412.88 ± 0.08) fs,
where the uncertainty is only statistical, is found to
be in reasonable agreement. If the full di↵erence to
the world average were taken as a relative systematic
bias it would lead to an absolute bias of less than 10�4

on A�. Large numbers of pseudo-experiments, with
both zero and non-zero input values for A�, are used
to confirm the accuracy of the results and their uncer-
tainties. Finally, dependencies on D

0 kinematics and
flight direction, the selection at the hardware trigger

stage, and the track and vertex multiplicity, are found
to be negligible.

The unbinned fit yields A�(KK) = (�0.35±0.62)⇥
10�3 and A�(⇡⇡) = (0.33±1.06)⇥10�3, with statistical
uncertainties only, and the binned fit yields A�(KK) =
(0.50 ± 0.65) ⇥ 10�3 and A�(⇡⇡) = (0.85 ± 1.22) ⇥
10�3. The results of the four subsets are found to
be in agreement with each other for the nominal fit
and the A� measurements from the two methods yield
consistent results.

The systematic uncertainties assessed are sum-
marised in Table 1. The e↵ect of shortcomings in the
description of the partially reconstructed background
component in the K

�
K

+ final state is estimated by
fixing the respective distributions to those obtained
in fits to simulated data. The imperfect knowledge
of the length scale of the vertex detector as well as
decay-time resolution e↵ects are found to be negligible.
Potential inaccuracies in the description of combina-
torial background and background from signal candi-
dates originating from b-hadron decays are assessed
through pseudo-experiments with varied background
levels and varied generated distributions while leaving
the fit model unchanged. The impact of imperfect treat-
ment of background from D

0 candidates associated to
random soft pions is evaluated by testing several fit
configurations with fewer assumptions on the shape of
this background.

The accuracy of the decay-time acceptance correc-
tion in the unbinned fit method is assessed by testing
the sensitivity to artificial biases applied to the per-
event acceptance functions. The overall systematic
uncertainties of the two final states for the unbinned

4
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Indirect CPV, AΓmodified �2 function in ln(�2
IP) of the form

f(x) ⌘
(
e

↵x�e

↵(x�µ)

x  µ

e

↵µ+�(x�µ)�e

�(x�µ)

x > µ,

(3)

where all parameters are allowed to have a linear varia-
tion with decay time. The parameters ↵ and � describe
the left and right width of the distribution, respectively,
and µ is the peak position. Secondary candidates are
described by the convolution of two exponential proba-
bility density functions in decay time. Since there can
be several sources of secondary candidates, the sum of
two such convolutions is used with one of the decay
constants shared, apart from the smaller ⇡�

⇡

+ dataset
where a single convolution is su�cient to describe the
data. The ln(�2

IP) distribution of secondary decays is
also given by Eq. 3, however, the three parameters are
replaced by functions of decay time

↵(t) = A+B t+ C arctan(D t), (4)

and similarly for � and µ, where the parametrisations
are motivated by studies on highly enriched samples of
secondary decays.

The background from correctly reconstructed D

0

mesons associated to a random soft pion share the
same ln(�2

IP) shape as the signal. Other combinatorial
backgrounds and partially reconstructed decays for the
K

�
K

+ final state are described by non-parametric
distributions. The shapes are obtained by applying the
sPlot technique [24] to the result of the m(hh), �m

fit. Gaussian kernel density estimators are applied to
create smooth distributions [25].

The detector resolution is accounted for by the con-
volution of a Gaussian function with the decay-time
function. The Gaussian width is 50 fs, an e↵ective
value extracted from studies of B! J/ X decays [26],
which has negligible e↵ect on the measurement. Biases
introduced by the selection criteria are accounted for
through per-candidate acceptance functions which are
determined in a data-driven way. The acceptance func-
tions enter the fit in the normalisation of the decay-time
parametrisations. The procedure for determination and
application of these functions is described in detail in
Refs. [15,27]. Additional geometric detector acceptance
e↵ects are also included in the procedure. An example
decay-time fit projection is shown in Fig. 2.

The fit has several regions where the model fails to
describe the data accurately. The same deviations are
observed in pseudo-experiment studies, and are repro-
duced in several independent parametrisations, indi-
cating that the origin is related to the non-parametric
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Figure 2: (Top) Fit of decay time to D0 ! K�K+ for
candidates with magnet polarity down for the earlier run
period and (middle and bottom) ratio of D0 to D0 data
and fit model for decays to K�K+ and ⇡�⇡+ for all data,
respectively.

treatment of backgrounds. They do not significantly af-
fect the central value of A� due to the low correlations
between the e↵ective lifetime and other fit parame-
ters. The deviations are very similar for fits to D

0 and
D

0 samples leading to their cancellations in the final
asymmetry calculations as shown in Fig. 2.

In addition to the nominal procedure an alternative
method is used, in which the data are binned in equally-
populated regions of the decay-time distribution and
the ratio of D0 to D

0 yields calculated in each bin.
This avoids the need to model the decay-time accep-
tance. The time dependence of this ratio, R, allows the
calculation of A� from a simple linear �2 minimisation,
with

R(t) ⇡
N

D

0

N

D

0

✓
1 +

2A�

⌧

KK

t

◆
1� e

��t/⌧

D

0

1� e

��t/⌧

D

0
, (5)

3

The asymmetry under simultaneous charge and par-
ity transformation (CP violation) has driven the under-
standing of electroweak interactions since its discovery
in the kaon system [1]. CP violation was subsequently
discovered in the B

0 and B

0
s

systems [2–4]. Charmed
mesons form the only neutral meson-antimeson system
in which CP violation has yet to be observed unambigu-
ously. This system is the only one in which mesons of
up-type quarks participate in matter-antimatter tran-
sitions, a loop-level process in the Standard Model
(SM). This charm mixing process has recently been
observed for the first time unambiguously in single
measurements [5–7]. The theoretical calculation of
charm mixing and CP violation is challenging for the
charm quark [8–12]. Significant enhancement of mix-
ing or CP violation would be an indication of physics
beyond the SM.

The mass eigenstates of the neutral charm meson
system, |D1,2i, with masses m1,2 and decay widths �1,2,
can be expressed as linear combinations of the flavour
eigenstates, |D0i and |D0i, as |D1,2i = p|D0i± q|D0i
with complex coe�cients satisfying |p|2 + |q|2 = 1.
This allows the definition of the mixing parameters
x ⌘ 2(m2�m1)/(�1+�2) and y ⌘ (�2��1)/(�1+�2).

Non-conservation of CP symmetry enters as a devi-
ation from unity of �

f

, defined as

�

f

⌘ qĀ

f

pA

f

= �⌘

CP

����
q

p

����

����
Ā

f

A

f

���� e
i�

, (1)

where A

f

(Ā
f

) is the amplitude for a D

0 (D0) meson
decaying into a CP eigenstate f with eigenvalue ⌘

CP

,
and � is the CP -violating relative phase between q/p

and Ā

f

/A

f

. Direct CP violation occurs when the asym-
metry A

d

⌘ (|A
f

|2 � |Ā
f

|2)/(|A
f

|2 + |Ā
f

|2) is di↵erent
from zero. Indirect CP violation comprises non-zero CP
asymmetry in mixing, A

m

⌘ (|q/p|2 � |p/q|2)/(|q/p|2 +
|p/q|2) and CP violation through a non-zero phase �.
The phase convention of � is chosen such that, in the
limit of no CP violation, CP |D0i = �|D0i. In this
convention CP conservation leads to � = 0 and |D1i
being CP -odd.

The asymmetry of the inverse of e↵ective lifetimes
in decays of D0 (D0) mesons into CP -even final states,

�̂ (ˆ̄�), leads to the observable A� defined as

A� ⌘ �̂� ˆ̄�

�̂+ ˆ̄�
⇡ ⌘

CP

✓
A

m

+A

d

2
y cos�� x sin�

◆
.

(2)
This makes A� a measurement of indirect CP viola-
tion, as the contributions from direct CP violation are
measured to be small [13] compared to the current

precision [14]. Here, e↵ective lifetimes refer to lifetimes
measured using a single-exponential model in a spe-
cific decay mode. Currently available measurements of
A� [15, 16] are in agreement with no CP violation at
the per mille level [13].

This Letter reports measurements of A� in the
CP -even final states K�

K

+ and ⇡

�
⇡

+ using 1.0 fb�1

of pp collisions at 7TeV centre-of-mass energy at the
LHC recorded with the LHCb detector in 2011. In the
SM, the phase � is final-state independent and thus
measurements in the two final states are expected to
yield the same results. At the level of precision of the
measurements presented here, di↵erences due to direct
CP violation are negligible. However, contributions to
� from physics beyond the SM may lead to di↵erent
results. Even small final-state di↵erences in the phase,
��, can lead to measurable e↵ects in the observables
of the order of x��, for su�ciently small phases � in
both final states [17]. In addition, the measurements
of A� in both final states is important to quantify the
contribution of indirect CP violation to the observable
�A

CP

[18, 19].
The LHCb detector [20] is a single-arm forward spec-

trometer covering the pseudorapidity range 2 < ⌘ < 5,
designed for the study of particles containing b or c

quarks. The polarity of the spectrometer dipole mag-
net was reversed periodically during the data taking
period. The trigger [21] consists of a hardware stage,
based on information from the calorimeter and muon
systems, followed by a software stage, which performs a
full event reconstruction. The software trigger applies
two sequential selections. The first selection requires
at least one track to have momentum transverse to the
beamline, pT, greater than 1.7GeV/c and an impact
parameter �2, �2

IP, greater than 16. The �2
IP is defined

as the di↵erence in �

2 of a given primary interaction
vertex reconstructed with and without the considered
track. This �2

IP requirement introduces the largest ef-
fect on the observed decay-time distribution compared
to other selection criteria. In the second selection this
track is combined with a second track to form a candi-
date for a D

0 decay into two hadrons (charge conjugate
states are included unless stated otherwise). The sec-
ond track must have pT > 0.8GeV/c and �

2
IP > 2. The

decay vertex is required to have a flight distance �2 per
degree of freedom greater than 25 and the D0 invariant
mass, assuming kaons or pions as final state particles,
has to lie within 50MeV/c2 (or within 120MeV/c2 for
a trigger whose rate is scaled down by a factor of 10)
around 1865MeV/c2. The two-body system is required
to point back to the pp interaction region.

The event selection applies a set of criteria that are

1

Table 1: Systematic uncertainties, given as multiples of 10�3. The first column for each final state refers to the unbinned fit
method and the second column to the binned fit method.

Source A

unb
� (KK) A

bin
� (KK) A

unb
� (⇡⇡) A

bin
� (⇡⇡)

Partially reconstructed backgrounds ±0.02 ±0.09 ±0.00 ±0.00
Charm from b decays ±0.07 ±0.55 ±0.07 ±0.53
Other backgrounds ±0.02 ±0.40 ±0.04 ±0.57
Acceptance function ±0.09 — ±0.11 —
Magnet polarity — ±0.58 — ±0.82
Total syst. uncertainty ±0.12 ±0.89 ±0.14 ±1.13

method have a correlation of 0.31.
A significant di↵erence between results for the two

magnet polarities is observed in the binned method.
As this cannot be guaranteed to cancel, a systematic
uncertainty is assigned. The unbinned method is not
a↵ected by this as it is not sensitve to the overall
normalisation of theD0 andD

0 samples. In general the
two methods are subject to di↵erent sets of systematic
e↵ects due to the di↵erent ways in which they extract
the results. The systematic uncertainties for the binned
method are larger due to the fact that the fits are
performed independently in each decay-time bin. This
can lead to instabilities in the behaviour of particular
fit components with time, an e↵ect which is minimised
in the unbinned fit. The e↵ects of such instabilities are
determined by running simulated pseudo-experiments.

The use of the external input for ⌧
KK

in the binned
fit method does not yield a significant systematic uncer-
tainty. A potential bias in this method due to inaccu-
rate parametrisations of other background is tested by
replacing the probability density functions by di↵erent
models and a corresponding systematic uncertainty is
assigned.

In summary, the CP -violating observable A� is
measured using the decays of neutral charm mesons
into K

�
K

+ and ⇡

�
⇡

+. The results of A�(KK) =
(�0.35 ± 0.62 ± 0.12) ⇥ 10�3 and A�(⇡⇡) = (0.33 ±
1.06 ± 0.14) ⇥ 10�3, where the first uncertainties are
statistical and the second are systematic, represent the
world’s best measurements of these quantities. The
result for the K

�
K

+ final state is obtained based on
an independent data set to the previous LHCb mea-
surement [15], with which it agrees well. The results
show no significant di↵erence between the two final
states and both results are in agreement with zero,
thus indicating the absence of indirect CP violation at
this level of precision.
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Inclusive B trigger performance
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Figure 4.10: E�ciency on o✏ine-filtered signal events vs TOPO output rate for a subset of the
decays studied. The red dotted line shows the Run 1 trigger e�ciency, while the dot-dashed
green line shows twice the Run 1 e�ciency for hadronic final states. The vertical dotted lines
show the three output-rate scenarios considered in this study.

by going to an output rate of 50 kHz. The benefits of moving to a fully software trigger1190

are clearly displayed in these results.1191

4.6.3 Lifetime unbiased hadronic triggers1192

The availability of all high-pT tracks, irrespective of their displacement from PVs, at the1193

first trigger stage makes it possible to select hadronic decay modes in a lifetime unbiased1194

manner. This will be the first time that such triggers can be deployed at full input rate1195

at a hadron collider. In this context, lifetime unbiased means that there are no selection1196

criteria on quantities which are correlated with the signal particle’s decay-time, apart from1197

an explicit lower cuto↵ on the decay-time itself. Thus, what is unbiased is the shape of1198

the decay-time distribution. A downscaled sample of events at small decay-times will be1199

kept in order to study decay-time resolution in a data-driven manner. The benefits of this1200

approach are that one removes any need to control decay-time resolution or acceptance1201

functions which reduces the systematic uncertainties of a lifetime-based measurement.1202

Implementation1203

A complete description of the implementation is given in Ref. [38]. The challenges of this1204

approach are to control the time taken to form all possible track combinations and the1205

output rate. Of these the timing is the more critical issue, since it a↵ects the general1206

feasibility of the method, while the output rate needs to be tuned for each decay mode1207
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B→Xsμμ, the Bs sector
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Figure 2. Invariant mass of B0
s

! �µ+µ� candidates in six bins of invariant dimuon mass squared.
The fitted signal component is denoted by the light blue shaded area, the combinatorial background
component by the dark red shaded area. The solid line indicates the sum of the signal and back-
ground components.

fraction ratio B
�
B0

s ! �µ+µ�� /B
�
B0

s ! J/ �
�
is measured to be

B(B0

s ! �µ+µ�)

B(B0

s ! J/ �)
=

�
6.74+0.61

�0.56 ± 0.16
�
⇥ 10�4.

The systematic uncertainties will be discussed in detail in section 4.1. Using the known

branching fraction of the normalisation channel the total branching fraction is

B(B0

s ! �µ+µ�) =
�
7.07+0.64

�0.59 ± 0.17± 0.71
�
⇥ 10�7,

where the first uncertainty is statistical, the second systematic and the third from the

uncertainty on the branching fraction of the normalisation channel.

4.1 Systematic uncertainties on the di↵erential branching fraction

The dominant source of systematic uncertainty on the di↵erential branching fraction arises

from the uncertainty on the branching fraction of the normalisation channel B0

s ! J/ �

(J/ ! µ+µ�), which is known to an accuracy of 10% [16]. This uncertainty is fully

correlated between all q2 bins.
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Figure 4. a) Longitudinal polarisation fraction FL, b) S3, c) A6, and d) A9 in six bins of q2. Error
bars include statistical and systematic uncertainties added in quadrature. The solid curves are the
leading order SM predictions, using the Wilson coe�cients and leading order amplitudes given in
ref. [2], as well as the form factor calculations in ref. [17]. B0

s

mixing is included as described in
ref. [1]. No error band is given for the theory predictions.

q2 bin (GeV2/c4) FL S3 A6 A9

0.10 < q2 < 2.00 0.37+0.19
�0.17 ± 0.07 �0.11+0.28

�0.25 ± 0.05 0.04+0.27
�0.32 ± 0.12 �0.16+0.30

�0.27 ± 0.09

2.00 < q2 < 4.30 0.53+0.25
�0.23 ± 0.10 �0.97+0.53

�0.03 ± 0.17 0.47+0.39
�0.42 ± 0.14 �0.40+0.52

�0.35 ± 0.11

4.30 < q2 < 8.68 0.81+0.11
�0.13 ± 0.05 0.25+0.21

�0.24 ± 0.05 �0.02+0.20
�0.21 ± 0.10 �0.13+0.27

�0.26 ± 0.10

10.09 < q2 < 12.90 0.33+0.14
�0.12 ± 0.06 0.24+0.27

�0.25 ± 0.06 �0.06+0.20
�0.20 ± 0.08 0.29+0.25

�0.26 ± 0.10

14.18 < q2 < 16.00 0.34+0.18
�0.17 ± 0.07 �0.03+0.29

�0.31 ± 0.06 �0.06+0.30
�0.30 ± 0.08 0.24+0.36

�0.35 ± 0.12

16.00 < q2 < 19.00 0.16+0.17
�0.10 ± 0.07 0.19+0.30

�0.31 ± 0.05 0.26+0.22
�0.24 ± 0.08 0.27+0.31

�0.28 ± 0.11

1.00 < q2 < 6.00 0.56+0.17
�0.16 ± 0.09 �0.21+0.24

�0.22 ± 0.08 0.20+0.29
�0.27 ± 0.07 �0.30+0.30

�0.29 ± 0.11

Table 2. Results for the angular observables FL, S3, A6, and A9 in bins of q2. The first uncertainty
is statistical, the second systematic.

The measured angular observables are presented in figure 4 and table 2. The 68% con-

fidence intervals are determined using the Feldman-Cousins method [21] and the nuisance

parameters are included using the plug-in method [22].

– 9 –
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Figure 2. Invariant mass of B0
s

! �µ+µ� candidates in six bins of invariant dimuon mass squared.
The fitted signal component is denoted by the light blue shaded area, the combinatorial background
component by the dark red shaded area. The solid line indicates the sum of the signal and back-
ground components.

fraction ratio B
�
B0

s ! �µ+µ�� /B
�
B0

s ! J/ �
�
is measured to be

B(B0

s ! �µ+µ�)

B(B0

s ! J/ �)
=

�
6.74+0.61

�0.56 ± 0.16
�
⇥ 10�4.

The systematic uncertainties will be discussed in detail in section 4.1. Using the known

branching fraction of the normalisation channel the total branching fraction is

B(B0

s ! �µ+µ�) =
�
7.07+0.64

�0.59 ± 0.17± 0.71
�
⇥ 10�7,

where the first uncertainty is statistical, the second systematic and the third from the

uncertainty on the branching fraction of the normalisation channel.

4.1 Systematic uncertainties on the di↵erential branching fraction

The dominant source of systematic uncertainty on the di↵erential branching fraction arises

from the uncertainty on the branching fraction of the normalisation channel B0

s ! J/ �

(J/ ! µ+µ�), which is known to an accuracy of 10% [16]. This uncertainty is fully

correlated between all q2 bins.
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Figure 3. Di↵erential branching fraction dB(B0
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! �µ+µ�)/dq2. Error bars include both statis-
tical and systematic uncertainties added in quadrature. Shaded areas indicate the vetoed regions
containing the J/ and  (2S) resonances. The solid curve shows the leading order SM prediction,
scaled to the fitted total branching fraction. The prediction uses the SM Wilson coe�cients and
leading order amplitudes given in ref. [2], as well as the form factor calculations in ref. [17]. B0

s

mix-
ing is included as described in ref. [1]. No error band is given for the theory prediction. The dashed
curve denotes the leading order prediction scaled to a total branching fraction of 16⇥ 10�7 [19].

Many of the systematic uncertainties a↵ect the relative e�ciencies ✏J/ �/✏�µ+µ� that

are determined using simulation. The limited size of the simulated samples causes an

uncertainty of ⇠ 1% on the ratio in each bin. Simulated events are corrected for known

discrepancies between simulation and data. The systematic uncertainties associated with

these corrections (e.g. tracking e�ciency and performance of the particle identification)

are typically of the order of 1–2%. The correction procedure for the impact parameter

resolution has an e↵ect of up to 5%. Averaging the relative e�ciency within the q2 bins

leads to a systematic uncertainty of 1–2%. Other systematic uncertainties of the same

magnitude include the trigger e�ciency and the uncertainties of the angular distributions

of the signal decay B0

s ! �µ+µ�. The influence of the signal mass shape is found to be

0.5%. The background shape has an e↵ect of up to 5%, which is evaluated by using a

linear function to describe the mass distribution of the background instead of the nominal

exponential shape. Peaking backgrounds cause a systematic uncertainty of 1–2% on the

di↵erential branching fraction. The size of the systematics uncertainties on the di↵erential

branching fraction, added in quadrature, ranges from 4–6%. This is small compared to the

dominant systematic uncertainty of 10% due to the branching fraction of the normalisation

channel, which is given separately in table 1, and the statistical uncertainty.

5 Angular analysis

The angular observables F
L

, S
3

, A
6

, and A
9

are determined using unbinned maximum likeli-

hood fits to the distributions of cos ✓K , cos ✓`, �, and the invariant mass of theK+K�µ+µ�

– 7 –



The many faces of γ
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The number of ways in which it is being measured is growing...
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•Combined 3 fb-1 analysis
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What about the 2D likelihoods?
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The future

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour

The observables presented in Table 2 are a small subset of the many interesting channels in flavour
physics. For most other channels, the expected reduction in uncertainty is comparable, as discussed in
more detail in Ref. [3, 9] for LHCb and in Ref. [4] for Belle II. Advances in theoretical understanding,
including improved lattice QCD calculations, are also anticipated. These combine to o↵er an exciting
future for heavy flavour physics throughout the HL-LHC era.

Table 2: Expected sensitivities that can be achieved on key heavy flavour physics observables, using the total
integrated luminosity recorded until the end of each LHC run period. Discussion of systematic uncertainties is
given in the text. Uncertainties on �s are given in radians. The values for flavour-changing neutral-current top
decays are expected 95% confidence level upper limits in the absence of signal.

LHC era HL-LHC era
Run 1 Run 2 Run 3 Run 4 Run 5+

B(B0!µ+µ�)
B(B0

s!µ+µ�)

CMS > 100% 71% 47% ... 21%
LHCb 220% 110% 60% 40% 28%

�s(B0
s ! J/ �)

ATLAS 0.11 0.05–0.07 0.04–0.05 ... 0.020
LHCb 0.05 0.025 0.013 0.009 0.006

�s(B0
s ! ��) LHCb 0.18 0.12 0.04 0.026 0.017

�
LHCb 7� 4� 1.7� 1.1� 0.7�

Belle II — 11� 2� 1.5� —

A�(D0 ! K+K�)
LHCb 3.4⇥ 10�4 2.2⇥ 10�4 0.9⇥ 10�4 0.5⇥ 10�4 0.3⇥ 10�4

Belle II — 18⇥ 10�4 4–6⇥ 10�4 3–5⇥ 10�4 —

q20 AFB(K⇤0µ+µ�)
LHCb 10% 5% 2.8% 1.9% 1.3%
Belle II — 50% 7% 5% —

t ! qZ
ATLAS ... ... 23⇥ 10�5 ... 4.1–7.2⇥ 10�5

CMS 100⇥ 10�5 ... 27⇥ 10�5 ... 10⇥ 10�5

t ! q� ATLAS ... ... 7.8⇥ 10�5 ... 1.3–2.5⇥ 10�5

Acknowledgements

We thank Bostjan Golob and Karim Trabelsi from the Belle II collaboration for discussions and for
providing the Belle II sensitivity projections.

References

[1] LHCb collaboration, R. Aaij, et al., and A. Bharucha et al., Implications of LHCb measurements
and future prospects, Eur. Phys. J. C73 (2013) 2373, arXiv:1208.3355.

[2] LHCb collaboration, Letter of Intent for the LHCb Upgrade, CERN-LHCC-2011-001. LHCC-I-018.

[3] LHCb collaboration, Framework TDR for the LHCb Upgrade, CERN-LHCC-2012-007. LHCB-TDR-
012.

[4] T. Aushev et al., Physics at Super B Factory, arXiv:1002.5012.

[5] A. J. Buras, J. Girrbach, D. Guadagnoli, and G. Isidori, On the Standard Model prediction for
B(B0

(s) ! µ+µ�), Eur. Phys. J. C72 (2012) 2172, arXiv:1208.0934.

[6] CMS collaboration, S. Chatrchyan et al., Measurement of the B0
s ! µ+µ� branching fraction

and search for B0 ! µ+µ� with the CMS experiment, Phys. Rev. Lett. 111 (2013) 101804,
arXiv:1307.5025.

5

https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour
https://twiki.cern.ch/twiki/bin/view/ECFA/PhysicsGoalsPerformanceReachHeavyFlavour


The future, LHCb
Table 3: Statistical sensitivities of the LHCb upgrade to key observables. For each observable the expected sensitivity is
given for the integrated luminosity accumulated by the end of LHC Run 1, by 2018 (assuming 5 fb�1 recorded during Run
2) and for the LHCb Upgrade (50 fb�1). An estimate of the theoretical uncertainty is also given – this and the potential
sources of systematic uncertainty are discussed in the text.

Type Observable LHC Run 1 LHCb 2018 LHCb upgrade Theory
B0

s mixing �s(B0
s ! J/ �) (rad) 0.05 0.025 0.009 ⇠ 0.003

�s(B0
s ! J/ f0(980)) (rad) 0.09 0.05 0.016 ⇠ 0.01
Asl(B0

s ) (10
�3) 2.8 1.4 0.5 0.03

Gluonic �e↵
s (B0

s ! ��) (rad) 0.18 0.12 0.026 0.02
penguin �e↵

s (B0
s ! K⇤0K̄⇤0) (rad) 0.19 0.13 0.029 < 0.02

2�e↵(B0 ! �K0
S) (rad) 0.30 0.20 0.04 0.02

Right-handed �e↵
s (B0

s ! ��) 0.20 0.13 0.030 < 0.01
currents ⌧ e↵(B0

s ! ��)/⌧B0
s

5% 3.2% 0.8% 0.2%
Electroweak S3(B0 ! K⇤0µ+µ�; 1 < q2 < 6GeV2/c4) 0.04 0.020 0.007 0.02
penguin q20 AFB(B0 ! K⇤0µ+µ�) 10% 5% 1.9% ⇠ 7%

AI(Kµ+µ�; 1 < q2 < 6GeV2/c4) 0.14 0.07 0.024 ⇠ 0.02
B(B+ ! ⇡+µ+µ�)/B(B+ ! K+µ+µ�) 14% 7% 2.4% ⇠ 10%

Higgs B(B0
s ! µ+µ�) (10�9) 1.0 0.5 0.19 0.3

penguin B(B0 ! µ+µ�)/B(B0
s ! µ+µ�) 220% 110% 40% ⇠ 5%

Unitarity �(B ! D(⇤)K(⇤)) 7� 4� 1.1� negligible
triangle �(B0

s ! D⌥
s K

±) 17� 11� 2.4� negligible
angles �(B0 ! J/ K0

S) 1.7� 0.8� 0.31� negligible
Charm A�(D0 ! K+K�) (10�4) 3.4 2.2 0.5 –

CP violation �ACP (10�3) 0.8 0.5 0.12 –
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2. Foreseeable experimental landscape at horizon 2030. 

Observable Belle 2006 SuperKEKB †LHCb
(∼0.5 ab−1) (5 ab−1) (50 ab−1) (2 fb−1) (10 fb−1)

Hadronic b → s transitions
∆SφK0 0.22 0.073 0.029 0.14
∆Sη′K0 0.11 0.038 0.020
∆SK0

SK0
SK0

S
0.33 0.105 0.037 - -

∆Aπ0K0
S

0.15 0.072 0.042 - -
AφφK+ 0.17 0.05 0.014
φeff

1 (φKS) Dalitz 3.3◦ 1.5◦

Radiative/electroweak b → s transitions
SK0

Sπ0γ 0.32 0.10 0.03 - -
B(B → Xsγ) 13% 7% 6% - -
ACP (B → Xsγ) 0.058 0.01 0.005 - -
C9 from AFB(B → K∗#+#−) - 11% 4%
C10 from AFB(B → K∗#+#−) - 13% 4%
C7/C9 from AFB(B → K∗#+#−) - 5% 7%
RK 0.07 0.02 0.043
B(B+ → K+νν) †† < 3 BSM 30% - -
B(B0 → K∗0νν̄) †† < 40 BSM 35% - -

Radiative/electroweak b → d transitions
Sργ - 0.3 0.15
B(B → Xdγ) - 24% (syst.) - -

Leptonic/semileptonic B decays
B(B+ → τ+ν) 3.5σ 10% 3% - -
B(B+ → µ+ν) †† < 2.4BSM 4.3 ab−1 for 5σ discovery - -
B(B+ → Dτν) - 8% 3% - -
B(B0 → Dτν) - 30% 10% - -

LFV in τ decays (U.L. at 90% C.L.)
B(τ → µγ) [10−9] 45 10 5 - -
B(τ → µη) [10−9] 65 5 2 - -
B(τ → µµµ) [10−9] 21 3 1 - -

Unitarity triangle parameters
sin 2φ1 0.026 0.016 0.012 ∼0.02 ∼0.01
φ2 (ππ) 11◦ 10◦ 3◦ - -
φ2 (ρπ) 68◦ < φ2 < 95◦ 3◦ 1.5◦ 10◦ 4.5◦

φ2 (ρρ) 62◦ < φ2 < 107◦ 3◦ 1.5◦ - -
φ2 (combined) 2◦ ! 1◦ 10◦ 4.5◦

φ3 (D(∗)K(∗)) (Dalitz mod. ind.) 20◦ 7◦ 2◦ 8◦

φ3 (DK(∗)) (ADS+GLW) - 16◦ 5◦ 5-15◦

φ3 (D(∗)π) - 18◦ 6◦

φ3 (combined) 6◦ 1.5◦ 4.2◦ 2.4◦

|Vub| (inclusive) 6% 5% 3% - -
|Vub| (exclusive) 15% 12% (LQCD) 5% (LQCD) - -
†††ρ̄ 20.0% 3.4%
†††η̄ 15.7% 1.7%

Table 5.27: Summary of sensitivity (I). Branching fraction limits in the table are at the 90%
confidence level. †Values for LHCb are statistical only and are taken from [415] unless otherwise
stated. †† BSM represents the expected branching fraction in the SM; BSM = 5 × 10−6 for
B(B+ → K+νν), 7 × 10−6 for B0 → K∗0νν̄ and 7.07 × 10−7 for B(B+ → µν) are used in this
table. †††See the next chapter for details. 228
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stated. †† BSM represents the expected branching fraction in the SM; BSM = 5 × 10−6 for
B(B+ → K+νν), 7 × 10−6 for B0 → K∗0νν̄ and 7.07 × 10−7 for B(B+ → µν) are used in this
table. †††See the next chapter for details. 228

• Belle II @ SUPERKEKB: will increase the B-factories statistics from O(1) to O
(50)  /ab. 

• The Belle II Physics case is defined and expected performance are evaluated 
(arXiv 1002.5012). Coherent B0 mesons production at Υ(4s). A Lepton Flavour 
Violation and a Bs program.   



A forward spectrometer for the LHC
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σefft = 45 fs

with excellent tracking resolution
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σefft = 45 fs

with excellent tracking resolution

LHCb’s is uniquely able to make high precision 
time-dependent Bs sector measurements
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and charged hadron separation



40 MHz bunch crossing rate

450 kHz
h±

400 kHz
µ/µµ

150 kHz
e/γ

L0 Hardware Trigger : 1 MHz 
readout, high ET/PT signatures

Software High Level Trigger

29000 Logical CPU cores

Offline reconstruction tuned to trigger 
time constraints

Mixture of exclusive and inclusive 
selection algorithms

5 kHz Rate to storage

Defer 20% to disk

The LHC environment
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Trigger signatures

122

“A B is the elephant of the particle zoo: it is very heavy and 
lives a long time” -- T. Schietinger
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Figure 7: Lifetime acceptance function for an event of a two-body hadronic decay. The
shaded, light blue regions show the bands for accepting a track IP . After IP2 is too low in
(a) it reaches the accepted range in (b). The actual measured lifetime lies in the accepted
region (c), which continues to larger lifetimes (d).
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B meson signatures :

Large child transverse momentum

Large child impact parameter or 
vertex displacement

DiMuon candidate

beamline



Real time event selection

Information gathering 
(“reconstruction”) stage1.
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Real time event selection

Information gathering 
(“reconstruction”) stage1. ⇒
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Real time event selection

Information gathering 
(“reconstruction”) stage1. ⇒⇒
Event selection stage2.
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Real time event selection

Information gathering 
(“reconstruction”) stage1. ⇒⇒
Event selection stage2. ⇒ Rejected
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Real time event selection
Information gathering 

(“reconstruction”) stage1. ⇒⇒
Event selection stage2. ⇒⇒

Next reconstruction stage3. ⇒⇒

Rejected

S
e
l
e
c
t
e
d
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Displaced track trigger

Full reconstruction of tracks in 
vertex locator1.

Reconstruction of displaced tracks 
in regions of interest 2.

Select displaced tracks

⇒

⇒

128

Region of interest defined by assumed track P&PT
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Figure 1 The percentage of minimum bias
events failing the GECS as a function of µ.

Figure 2 The timing of the VELO 3D pattern
recognition and PV reconstruction, as well as
the timing of the forward reconstruction, as
a function of µ. See comments in Section 3
regarding the interpretation of this plot.
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pected and observed number of hits on a
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→
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forward track upgrade as a function of µ.
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Figure 10 Distributions of φ for offline selected
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A topological decision tree trigger
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Figure 7: Lifetime acceptance function for an event of a two-body hadronic decay. The
shaded, light blue regions show the bands for accepting a track IP . After IP2 is too low in
(a) it reaches the accepted range in (b). The actual measured lifetime lies in the accepted
region (c), which continues to larger lifetimes (d).
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Figure 1: B-candidate masses from B → Kππ decays: (left) HLT2 2-body topological
trigger candidates; (right) HLT2 3-body topological trigger candidates. In each plot, both
the measured mass of the n = 2, 3 particles used in the trigger candidate (shaded) and the
corrected mass obtained using Eq. 1 (unshaded) are shown. See Section 2 for discussion.

from candidates with ghost tracks and to keep the HLT2 topological lines in line with
HLT1, the HLT2 topological lines require that at least one daughter particle has a track
χ2 value less than 3.

B mesons are long-lived particles; their mean flight distance in the LHCb detector
is O(1 cm). The HLT2 topological lines exploit this fact by requiring that the trigger
candidate’s flight-distance χ2 value be greater than 64. The direction of flight is also
required to be downstream, i.e., the secondary vertex must be downstream of the primary
vertex. A large flight distance combined with a high parent mass results (on average) in
daughters with large impact parameters. The HLT2 topological lines require that the sum
of the daughter IPχ2 values be greater than 100, 150 and 200 for the 2-body, 3-body and
4-body lines, respectively.

One of the larger background contributions to the HLT2 topological lines comes from
prompt D mesons. To reduce this background, the HLT2 topological lines require that
all (n− 1)-body objects used by an n-body line either have a mass greater than 2.5 GeV
(the object is too heavy to be a D) or that they have an IPχ2 > 16 (the object does not
point at the primary vertex). An exhaustive list of the cuts used in all three of the HLT2
topological lines is given in Table 1.

3 Performance

Table 2 gives the efficiency of the HLT2 topological lines on events that pass the L0
and HLT1 one-track triggers for various offline-selected B-decay Monte Carlo samples.
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Figure 7: Lifetime acceptance function for an event of a two-body hadronic decay. The
shaded, light blue regions show the bands for accepting a track IP . After IP2 is too low in
(a) it reaches the accepted range in (b). The actual measured lifetime lies in the accepted
region (c), which continues to larger lifetimes (d).
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Figure 1: B-candidate masses from B → Kππ decays: (left) HLT2 2-body topological
trigger candidates; (right) HLT2 3-body topological trigger candidates. In each plot, both
the measured mass of the n = 2, 3 particles used in the trigger candidate (shaded) and the
corrected mass obtained using Eq. 1 (unshaded) are shown. See Section 2 for discussion.

from candidates with ghost tracks and to keep the HLT2 topological lines in line with
HLT1, the HLT2 topological lines require that at least one daughter particle has a track
χ2 value less than 3.

B mesons are long-lived particles; their mean flight distance in the LHCb detector
is O(1 cm). The HLT2 topological lines exploit this fact by requiring that the trigger
candidate’s flight-distance χ2 value be greater than 64. The direction of flight is also
required to be downstream, i.e., the secondary vertex must be downstream of the primary
vertex. A large flight distance combined with a high parent mass results (on average) in
daughters with large impact parameters. The HLT2 topological lines require that the sum
of the daughter IPχ2 values be greater than 100, 150 and 200 for the 2-body, 3-body and
4-body lines, respectively.

One of the larger background contributions to the HLT2 topological lines comes from
prompt D mesons. To reduce this background, the HLT2 topological lines require that
all (n− 1)-body objects used by an n-body line either have a mass greater than 2.5 GeV
(the object is too heavy to be a D) or that they have an IPχ2 > 16 (the object does not
point at the primary vertex). An exhaustive list of the cuts used in all three of the HLT2
topological lines is given in Table 1.

3 Performance

Table 2 gives the efficiency of the HLT2 topological lines on events that pass the L0
and HLT1 one-track triggers for various offline-selected B-decay Monte Carlo samples.
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The n-body candidates are built as follows: two input particles are combined to form
a 2-body object; another input particle is added to the 2-body object (that, at this point,
is treated like a single particle; more on this below) to form a three-body object; a fourth
input particle is added to the three-body object (that is now treated like a single particle)
to form a 4-body candidate. Thus, an n-body candidate is formed by combining an
(n − 1)-body candidate and a particle, not by combining n particles.

The importance of this distinction is in how the DOCA cuts are made. When a
2-body object is built, a DOCA < 0.15 mm cut is imposed for the object to either
become a 2-body candidate or input (when combined with another particle) to a 3-body
candidate. When a 3-body object is made by combining a 2-body object and another
particle, another DOCA < 0.15 mm cut is imposed for the object to either become a
3-body candidate or input to a 4-body candidate. This DOCA is of the 2-body object
and the additional particle, not the maximum DOCA of the three particles. This is a very
important difference; it greatly enhances the efficiency of the HLT2 topological lines on
B → DX decays. A similar procedure is followed when making 4-body candidates from
3-body objects and an additional particle. All n-body candidates that pass these DOCA
cuts are then filtered using a number of other selection criteria.

If a trigger candidate only contains a subset of the daughter particles, then the mass of
the candidate will be less than the mass of the B. Thus, any cuts on the mass would need
to be very loose if the trigger is to be inclusive. A better approach is to not cut on the
mass but to instead correct the mass of the trigger candidate to account for the missing
daughters. Of course, it is not possible to do this exactly because one can never know
how many daughters are missing or what type of particles they are; however, it is possible
to obtain a very good approximation to the correction using the following equation [4]:

mcorrected =
√

m2 + |p′Tmissing|
2 + |p′Tmissing|, (1)

where p′Tmissing is the missing momentum transverse to the direction of flight of the trigger
candidate (obtained from the primary and secondary verticies). The quantity mcorrected

would be the mass of the parent if a massless particle was omitted from the trigger
candidate, i.e., it is the minimum correction to the trigger-candidate mass if any daughters
are missing.

Figures 1 and 2 demonstrate the performance of mcorrected. For cases where there
are missing daughters, the mcorrected distributions are fairly narrow and peak near the
B mass. When the trigger candidate is formed from all of the daughters, the mcorrected

distributions, as expected, are slightly wider and shifted upwards by a small amount as
compared with the mass distributions. Thus, the performance of mcorrected is ideal for an
inclusive trigger line. The HLT2 topological lines require 4 GeV < mcorrected < 7 GeV.

Because B’s are heavy high-momentum particles, their daughters tend to have large
PT values. The HLT2 topological lines use this fact to reduce the background retention
rate by requiring the PT of the hardest daughter be greater than 1.5 GeV and also that
the sum of the daughter PT values be greater than 4 GeV, 4.25 GeV and 4.5 GeV for
the 2-body, 3-body and 4-body lines, respectively. To further reduce the background rate

4



What has this enabled LHCb to produce?

131

GLW/ADS in B!DK,Dπ with D!hh
ADS in B!DK,Dπ with D!hhhh
GGSZ in B!DK with D!KShh
GLW in B!DK0*
GLW in B!Dhhh
Frequentist γ combination

Time dependent CPV in BS!DSK



What has this enabled LHCb to produce?
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GLW/ADS in B!DK,Dπ with D!hh
ADS in B!DK,Dπ with D!hhhh
GGSZ in B!DK with D!KShh
GLW in B!DK0*
GLW in B!Dhhh
Frequentist γ combination

Time dependent CPV in BS!DSK



Aside on the CKM matrix structure
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Bigger box == stronger coupling 
(not to scale)



Observables ⇔ physics parameters
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rB,δB are the amplitude ratio and relative 
strong phase of the interfering B decays



Observables ⇔ physics parameters

137

rB,δB are the amplitude ratio and relative 
strong phase of the interfering B decays

rD,δD are hadronic parameters describing 
the D0!Kπ(πK) decays

rD is the amplitude ratio of the CF to 
DCS D0 decays

δD is the relative strong phase between 
the CF and DCS decays

Both are taken from CLEO measurements



Observables ⇔ physics parameters

138

rB,δB are the amplitude ratio and relative 
strong phase of the interfering B decays

rD,δD are hadronic parameters describing 
the D0!Kπ(πK) decays

rD is the amplitude ratio of the CF to 
DCS D0 decays

δD is the relative strong phase between 
the CF and DCS decays

Both are taken from CLEO measurements

Notice that ADS asymmetries are enhanced 
by the absence of a “1 +” term in the 
denominator compared to the GLW ones



The Cabbibo-favoured signals
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The singly Cabbibo-Suppressed signals
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KK and ππ show similar-sized CP 
asymmetries, in the same direction

Branching fraction ratios 
consistent with CF D0 decay mode
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The ADS signals
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The Kaon mode shows a large CP 
asymmetery

And there is also a hint of 
something in the pion mode!

ADS modes established at >5σ significance

Combining all two body modes, direct CPV is observed at 5.8σ significance

LHCb-PAPER-2012-001



What has this enabled us to produce?
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GLW/ADS in B!DK,Dπ with D!hh
ADS in B!DK,Dπ with D!hhhh
GGSZ in B!DK with D!KShh
GLW in B!DK0*
GLW in B!Dhhh
Frequentist γ combination

Time dependent CPV in BS!DSK



Observables ⇔ physics parameters
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Same formalism as for the two-body case, except for the coherence 
factor RK3π. This is necessary because the D0 decay is a sum of 
amplitudes varying across the Dalitz plot; when we perform an analysis 
integrating over these amplitudes, we lose sensitivity from the way in 
which they interfere.

RK3π has been measured at CLEO and is small (~0.33) which indicates that 
these modes have a smaller sensitivity to γ when treated in this 
integrated manner than the two-body modes. However, they can still 
provide a good constraint on rB.

LHCb-PAPER-2012-055



The Cabbibo-favoured signals
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The ADS signals
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The ADS signals

146

Once again, indications of 
CP asymmetries in both the 
Kaon and the Pion modes

And again, going in the same 
direction as for the two-
body modes.

ADS modes established at >5σ significance!

LHCb-PAPER-2012-055
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What has this enabled LHCb to produce?

GLW/ADS in B!DK,Dπ with D!hh
ADS in B!DK,Dπ with D!hhhh
GGSZ in B!DK with D!KShh
GLW in B!DK0*
GLW in B!Dhhh
Frequentist γ combination

Time dependent CPV in BS!DSK
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Toy simulation

Toy simulation

Here the decay chain is B!D0K, with D0!KSππ/KSKK
The D0 decays proceed through many interfering amplitudes, 
some of which are Cabbibo-favoured, some singly Cabbibo-
suppressed, and some doubly Cabbibo-suppressed

You are effectively doing a simultaneous ADS/GLW 
analysis, as long as you understand how the amplitudes 
and their phases vary across the Dalitz plot.
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KSKK

KSππ

Here the decay chain is B!D0K, with D0!KSππ/KSKK
The D0 decays proceed through many interfering amplitudes, 
some of which are Cabbibo-favoured, some singly Cabbibo-
suppressed, and some doubly Cabbibo-suppressed

You are effectively doing a simultaneous ADS/GLW 
analysis, as long as you understand how the amplitudes 
and their phases vary across the Dalitz plot.

“Model-independent” : Bin the Dalitz plot and fit for 
yield of B+ and B- in each bin of the Dalitz plot, 
plugging in the strong phase in each bin from a CLEO 
measurement. 

ci,si are the CLEO inputs

Ki are the yields of tagged D0 decays in each bin

LHCb

LHCb

LHCb-PAPER-2012-027



KSππ and KSKK signals for 1 fb-1
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Largest systematic arises from the assumption of no CPV in the control mode Dπ
Little stand-alone sensitivity due to “unlucky” fluctuation of rB
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Dalitz distributions for 2 fb-1 
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x±,y± for 2 fb-1
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CLEO inputs
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GLW/ADS 2D plots
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GLW/ADS 2D plots
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DSK charm signals

158LHCb-CONF-2012-029



GGSZ asymmetries per bin 1fb-1
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GGSZ only extractions 1fb-1
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GLW/ADS full results
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GLW/ADS 4h full results
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GGSZ full results 1fb-1
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